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Computational SRAM (C-SRAM)

« The proposed NMC solution is compatible with any existing memory macros (off-the-shelf memory compilers,
custom design)

« Coupled with a Vector Processing Unit (VPU) executing NMC instructions issued from the host CPU
* Aspecific C-SRAM ISA is supported

* In SoC architectures data RAM can be advantageously replaced by a C-SRAM

C-SRAM Instruction Set Architecture

C-SRAM Architecture - -
Category [ Mnemonic Description C-SRAM TeStChIp
copy Copy a line into another C-SRAM = { ————
Memory |bcast Broadcast 8/16/32-bit value to the whole Line IR = i et H]E l i
hswap Horizontal 32/64-bit word swap | =
—— - - - - Host Memory -
slli, srli Shift Left or Right Logical Immediate ‘ processor array { i . B
Logical
. gn))j(?rd, (mor, Logical AND, OR & XOR (and negation) | T
Pipeline = Read/write
add, sub Arithmetic 8/16/32-bit Addition & Subtraction controller %@' logic :
Arithmetic| mullo, mulhi| Arithmetic 8-bit integer Multiply H I i UL
maclo Arithmetic 8-bit integer Multiply-Accumulate < System bus : >

« What about programming and SW compatibility?
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HybroGen compilation toolchain (open-source)

« HybroGen provides a compilation flow from source C code to parallelized binary employing specific NMC instructions

« Dynamic compilation approach in order to adapt NMC scheduling to format and size of input data

" Code generation |]Code execution
Execution time
IComp|Iat|0n
Data width Vector width Specialized data types
(a) Static <_TTTTTTT > 1i £0, 0x80EC000C 16 R m2 =1

#I Multiple (10) kernel executions 1li rl, 0x00010002 mu. ' P T
int 32 1 ImageDiff (sint[1(8){6)a, [int)l1 8 16 b, sint[l 8 16 sw rl, 0(z0)
res, int 31 1 len) . -
[ Lo yoynamic  Fesrem e <IN © CPU R

int 32 1 i;

for(i = 0; i < len; i =i + 1) il :E[::>

Ki | init B
q \ e inie ® Instruction
res[il)= alil - bIi];

) Application controlled CD]]]]]]]]D @ memory

return 0; "‘.‘ A /
) Memory accesses \ Heterogeneous Edge nodgj / IMC activé

According to data type ".‘ architecture T / activé  Opcode Dest | Src2 Srcl

1% L / [100000]00111011] 0000000000000011 [00] 0000000000000001 | 0000000000000010 |

. Dedicated Hybrolang language, inspired by C language Y s > 10T node Most Significant Bits Least Significant Bits

HybroLang C compilation
compilation < (GCC, LLVM)

RISC-V
executable

HybroLang
C-SRAM Kernels

Transcompiled
C kernels

Architecture Application Standard
description main code libraries and
others
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_ _ « We show some preliminary results on several applications:
Computational SRAM: Towards Efficient Near-Memory .
Computing through Tightly Coupled HW/SW Design ° | mage proceSS| ng
ey S O i 8 i 8 o e T  Artificial Intelligence

Context & objec‘tive

1 g ot e b et g g et i 3 5 e » Cryptography (post-quantum)

o them with Al i is pushing gy-effi ho be as gy-=ficient as possible.
By =eparating processing units from storage units, traditional Von-Neumann architectures face severs latancy and energy issuss,
limiting the of data-inte; i Therefore, 25 processors became faster and memories denser, 3
processormemaory performance gap has emerged (s.k.a. memory wall). To overcome this limitation, Near-Memory Computing
(NMC)isseenaza prnm\slng altemative since it camas out computstions 3s close as possible to the data memory. In this poster,
we present an MMC based o i SRAM [C-SRAM). It allows an optimized coupling between an
SRAM and a Vector Processing Unit (WPLU) Ilecuung a custom Instruction Set Architecture (I54) (grouping = subset of energy-
optimized matrixivector operations and requiring a specific programming model). Thuz, the C-5RAM can be used eitheras a
programmable vector oo-processar driven by the host scalar processer or as a low-latency SRAM (e.g. scratchpad or tightly

coupled memary) the rest of the time.
Computational SRAM Description Sobel Filter Matrix Frame Convolution
[ — Deseription (Edge Detection) | Multiplication | Differencing | (Tensor Flow)
oy Coegy & line ino aratber
Memary  beast Groadcast 816732-bit value 1o e whole Line Hosl
Fswan Horizontal 32484-bit ward sw; proson ~ ~ ~ ~
Lagial ;ﬁ':ﬁ Shift Leru Right L:;gc':l |m::uim= Speed-up X4'3 X4'9 X7'7 X3-5
(njand, {rjar, {njsor  Logical AND, OR & X0R (and negation)
add, sub Avithmetic B/16/:32-bit addition & subiraction
Hrithimatic mulls, mabi Huithmetic B-bit nteger Multiphy J |
wack haibinetic Bt eger Mgty focmulate < FATT > Ene rgy ~x8.3 ~x13 ~x10.3 ~xd
[ Fs & Comtam imtruchon Set Aechsactune. Pru >
- . — . Reduction
SW Compiler & Programming Model | Application Domains & Results
s satempetton] 16 45, 3 e 2 1 Sensor data applicafions (4l oriented) [5] Mambu et al. 2022 Towards Integration of a Dedicated Memory Controller and Its Instruction Set to Improve
Senean ot T E— Performance of Systems Containing Computational SRAM.J. Low Power Electron. Appl.,12, 18.
S TTT— =
A ) [ Do banctmcta covtars m et i
e Data security applications (e.g. PQC)
— | oz FrodoKEM (PQC)
Open source SW compller  Open source C-SRAM emulator § £
o » Matrix product Other operations -- ARM M4
A0
== . @
T ——— 80 3% and 15% time
' o x0.88 reduction compared
Conclusion Perspectives Q70 p
Close HW/SW co-design enablez the i jion of & - macro i i in C-2RAM fo further E 60 530/ to the State Of the art
C-SRAM-based NMC architecture that can be used either as 3 reduce CPLU workload and increase energy efficiency el 0
wector co-processor or as 3 low-latency memory. The only role while limiting C-SRAM access congestion. (1]
of the host processor i= fo send specific instructions to the | « Implement 3 specific DMA to minimize consurnption 1S 50
C-SRAM, which executes them through a local 6-stage pipeline. relsted to data transfiers fromito the C-S3RAM.
- Codntegrate C-SRAM as a computational buffer of

Serial NVM for smart dsta logging applications. g 40 87% on key generation
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-SRAM as co-processor
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