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Abstract—Nowadays, a wide range of applications can tolerate
certain computational errors. Hence, approximate computing has
become one of the most attractive topics in computer architecture.
Reducing accuracy in computations in a premeditated and
appropriate manner reduces architectural complexities, and as a
result, performance, power consumption, and area can improve
significantly. This paper proposes a novel approximate multiplier
design. The proposed design has been implemented using 45 nm
CMOS technology and has been extensively evaluated. Compared
to existing approximate architectures, the proposed approximate
multiplier has higher accuracy. It also achieves better results in
critical path delay, power consumption, and area up to 47.54%,
75.24%, and 92.49%, respectively. Compared to the precise
multipliers, our evaluations show that the critical path delay,
power consumption, and area have been improved by 39%, 18%,
and 6%, respectively.

Index Terms—Approximate computing, multiplier, high per-
formance, power efficient, area efficient.

I. INTRODUCTION

Nowadays, there is a significant increase in the volume

of data and operations in various applications, leading to

reduced performance and increased energy consumption due

to hardware limitations. Therefore, it is necessary to improve

performance, power consumption, and energy efficiency using

novel paradigms. One of the efficient methods in this regard is

approximate computing. Approximate computing refers to cal-

culations that compromise exact (fully correct) results to gain

efficiency in speed, area, and power or energy consumption.

Many different applications are inherently error-tolerant. E.g.,

in many applications, due to human perceptual limitations, the

decline in the quality of results is not detectable. Hence, ap-

proximate computing can be used in image processing [1]–[3],

multimedia [4], [5], machine learning [6], [7], and scientific

computing applications [8], [9].

Multiplication is one of the most common arithmetic op-

erations frequently used in various applications. Due to the

critical path delay and significant power consumption of exact

conventional multipliers, approximate multipliers have gained

currency and have improved a sundry of approximable end-

applications. Nowadays, various applications such as IoT,

Neural Networks, Image Processing, and Deep Learning have

turned to low-power processors to improve performance and

reduce area, memory resources, and power consumption. One

of the key methods proposed is using 8-bit or even smaller

arithmetic units [10]–[13]. Given the crucial role that 8-bit

multipliers play in such schemes, we focus this study on the

design of 8-bit multipliers.

This paper proposes an approximate 8-bit multiplier based

on carry disregard, significantly reducing critical path delay

and power consumption compared to existing precise and

approximate multipliers. Applications have different error

tolerance levels, and non-compliance leads to unacceptable

results. Therefore, the error level is one of the essential criteria

we considered in our design, and the proposed multiplier has

the highest accuracy among previous approximate multipliers.

The main contributions of this paper are as follows:

• Design and develop an approximate multiplier based

on an array architecture that takes advantage of carry

disregard in calculating the sum of partial products.

• Evaluation of the proposed design compared to con-

ventional precise multipliers and existing approximate

multipliers in terms of accuracy, critical path delay,

power consumption, and area. As we show, the proposed

approximate multiplier strikes the highest accuracy.

The rest of this paper is organized as follows. Section II briefly

reviews related works and analyzes the conventional precise

multiplier structure and challenges. We propose our novel

approximate multiplier in Section III. Section IV describes

the experimental results and evaluations, and the article is

concluded in section V.

II. RELATED WORK

Approximate multipliers are suitable for energy-efficient

computing in applications with inherent tolerance to inaccu-

racy. Many applications perform extensive computation on an

enormous amount of approximable data. Approximation on

such applications would be considered efficient. Since adders

and multipliers are the fundamental computational units, ap-

proximate adders and multipliers have been explored lately

[14]–[16]. Approximate adders are mostly carry-disregard at

some stages or use carry-prediction scheme-based [16]–[18].
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Recently, approximate circuits, e.g., adders and multipliers, are

often explored to assure area, latency, and energy efficiency

[19]–[21]. [15] describes the designs of approximate array

multipliers bypassing parts of an accurate array multiplier.

These bypasses are followed by different input and output

assignments within the multiplier, exploring ways of approxi-

mating an accurate array multiplier. [17] proposed an approach

to introduce errors into the truth table of an accurate adder

and design Approximate Adder (AA). Then a complex circuit,

namely an approximate Dadda multiplier (ADM), is designed

using AAs. Authors conclude that their AAs and ADMs have

a trade-off between area, power, delay, and accuracy. [22]

proposed approximate array multiplier designs in which partial

products of the 8×8 array multiplier are divided into Group

A and Group B, with four partial products. Partial product

groups are simultaneously generated and then accumulated

with approximate full adders. Dividing the partial products

into separate groups aims to shorten critical path delay.

The main three multiplier stages are partial product gener-

ation, partial product accumulation, and final addition. AND

gates usually generate partial products. On the other hand,

the carry-save adder (CSA) array, Wallace, and Dadda trees

are common structures for accumulating partial products.

Therefore, the general method for designing an approximate

multiplier is to use an approximation in its three main stages:

the approximations in the partial products generation, approxi-

mations in the partial products tree, and finally, approximations

in adders or adders compressors [23]. Approximate Wallace

and Dadda tree structures have a minor delay, which can

be further reduced by using compressors [24]. In contrast, a

conventional array multiplier has a smaller area and can be

reconfigured due to its modular and homogeneous structure.

The CSA array is the conventional structure used for a

precise multiplier in the form of partial products, which are

then summed together in a specific way. Eventually, the final

result is obtained. If an exact 8-bit multiplier is considered

whose operands are a and b, then a general structure of this

multiplier could be according to Figure 1. Except for the first

row, which contains only AND gates, the other rows of the

multiplier are arrays of Partial Product Units (PPU). Figure 2

shows that each PPU contains an AND gate and is used for

single-bit multiplication of ai and bi. It also has a Full Adder

that computes Sout and Cout outputs using the three inputs:

Sin, Cin, and AND gate output.

The main challenges that a multiplier faces are critical path

delays, power consumption, and area. Consider a precise n-bit

multiplier with an array architecture; In general, the multiplier

cells are divided into two groups of AND gates and PPUs, the

number of each of which is n and n2–n, respectively. Cells

located in the critical path of this multiplier include AND

gates and PPUs. For simplicity in calculating the critical path

delay, the AND gate and OR gate delays are assumed to be

equal to a 1 unit delay, and the XOR gate is considered to

have a 2 unit delay. Hence, the PPU delay is equal to 5 unit

delays. As a result, the critical path delay equals 15n − 19.

For example, in an 8-bit multiplier, the total numbers of AND

gates and PPUs are 8 and 56, respectively. So their numbers

in the critical path are 1 and 20. Figure 1 shows the critical

path in red. The critical path delay in this example is equal to

101 unit delays.

The main factor in the critical path delay is the significant

dependence among PPUs. On the other hand, since PPUs

are the majority of multiplier cells, they significantly impact

power consumption and area. As a result, if the number and

dependence between PPUs can be somehow reduced, better

results can be achieved in terms of critical path delay, power

consumption, and area. In this paper, we aim to achieve low

error because the degree of accuracy determines the quality of

output in various applications.

III. PROPOSED SCHEME

This section deals with the main idea of the proposed

scheme. Our proposed approximate 8-bit multiplier is pre-

sented, which significantly improves critical path delay, power

consumption, and area in contrast to the conventional multi-

plier.

A. Disregarding the Carry in the Computations

The main factor in the critical path delay is the dependence

among the PPUs and the overall number of PPUs in the critical

path. Therefore, reducing the overall number of PPUs and their

dependencies are necessary to improve the delay. Each partial

product is independent of the other and can be added in any

order. Thus, it is possible to divide the partial products into

two distinct groups; In such a case, they can work parallel.

In each group, the partial products are computed and added

together. Finally, the result of the two groups is added together

by a carry look-ahead adder, and the final result is obtained.

Despite the shortening of the critical path due to the parallel

performance of the groups, the dependence between PPUs in

each group continues to cause delays. The core and emphasis

of our proposed method are to reduce the number of PPUs

and shorten the critical path in each of the two groups. As a

result, the overall delay is reduced. Hence, to eliminate these

dependencies, approximate computing can be exploited. The

main factor of delay is the dependence of each PPU on the

carry entered into it, which another PPU calculates in the

previous column. Therefore, by disregarding the carry in the

computations, PPU columns can be independent.

B. Approximate 8-bit Multiplier

In different applications, the error tolerance degree is not

the same, and they are different from each other. One of the

essential criteria in approximate computations is the degree

of accuracy since it determines the quality of the output.

Consequently, the error in the proposed design should be as

small as possible so that it can be used in general in various

applications. Therefore, in this paper, the main goal is to

achieve low error and a more appropriate balance with critical

path delay, power consumption, and area.

Figure 3 shows the proposed approximate 8-bit multiplier

architecture. This multiplier has two groups, A and B, with
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Fig. 1: Conventional 8-bit precise multiplier architecture
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Fig. 2: Logic circuit and symbol of PPU

four partial products. In Group B, all PPUs compute the

carry and transfer it to the PPU in the next column. I.e., no

carries are disregarded in this group, and computations are

performed accurately. In Group A, the carry is disregarded

in all partial product units located in columns two, three, and

four. In other words, these units do not have the carry input and

output and are used as the Carry Disregarding Partial Product

Unit (CDPPU). Carry disregarding makes columns two, three,

four, and five independent of each other. The most significant

advantage of this is their parallel and simultaneous operation,

which leads to a shorter critical path and reduced delay.

Figure 4 shows the circuit of the CDPPU, Partial Product

Unit with Half-adder (PPUH), and Partial Product Unit with

Full-adder (PPUF) units. The CDPPU consists of only one

AND gate for single-bit multiplication and one XOR gate

for calculating the sum of the Sin input with the AND gate

output. PPUH works like a conventional PPU, and it has no

carry input. It also uses a Half-Adder to calculate the sum.

PPUH, unlike CDPPU, calculates the carry output. PPUF is

a combination of two conventional PPUs. This unit has two

AND gates to perform two single-bit multiplications. It also

has a Full Adder that computes Sout and Cout outputs using

three Sin and two AND gate outputs. PPUF is used in column

five of Group A.

Using PPUF instead of two partial product units reduces

the carry output number to one output. As a result, the first

partial product unit in column six of Group A has no carry

input and is independent. In Group A, two PPUHs are used,

and the remaining partial product units are conventional PPUs.

Figure 3 shows the critical path in red; This path starts

from the fifth column of Group A and continues until the end

of its computations. Due to the parallel performance of the

two groups, with the completion of Group A computations,

Group B proceeds simultaneously to the end of its seventh

column. Therefore, the critical path continues from the eighth

column to the last column of Group B. Finally, the Carry

Look-ahead Adder (CLA) determines the multiplier output by

calculating the sum of the results of Groups A and B; The

critical path also ends with the end of the CLA calculations.

Thus, the proposed approximate multiplier critical path has an

AND gate, a PPUF, eleven PPUs, and a CLA. Considering

the AND gate and OR gate delays are equal to a 1 unit

delay, the XOR gate is considered to have a 2 unit delay.

Therefore the delay of the PPUF, PPU, and CLA will be

5-, 5- and 6-unit delay, respectively. Therefore, the critical

path delay in the proposed multiplier will be a 67 unit delay,

which is significantly reduced compared to the conventional

multiplier. On the other hand, disregarding the carry and using

CDPPU, PPUH, and PPUF units instead of the conventional

PPU has reduced power consumption and area due to their

simpler circuit. Dividing partial products into two groups also

removes a row of PPUs, another reason for improving power

consumption and area.
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IV. EXPERIMENTAL RESULTS AND PERFORMANCE

EVALUATIONS

A. Hardware Efficiency Criteria

Critical path delay, power consumption, and area are the

main criteria for evaluating hardware efficiency. We also

consider Power Delay Product (PDP) and Power Area Delay

Product (PADP) as additional criteria that combine the above

single criteria to provide a more holistic assessment of various

designs.

B. Accuracy Criteria

Accuracy criteria indicate the degree of accuracy and conse-

quently the quality of the output results, which are determined

based on the difference between the approximate and the

corresponding exact results. The two criteria used in this paper

are:

1) Probability of Correctness (PC): The PC refers to the

ratio of the number of correct outputs over the total number

of possible outputs. That is,

PC =
#OUTc

#OUTt

, (1)

where #OUTc is the number of correct outputs, and #OUTt

is the total number of possible outputs.

2) Mean Relative Error Distance (MRED): The MRED

refers to the average of the difference between the exact

multiplier output and the proposed approximate output divided

by the corresponding exact output for all possible input

combinations.

MRED =
1

22N

2
2N∑

k=1

|OUTexact,k −OUTapprox,k|

OUTexact,k

(2)
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We used both of these accuracy criteria for the proposed

approximate 8-bit multiplier and calculated them for all pos-

sible input combinations (i.e., 22∗8 = 64K). The PC indicates

the number of correct results, whereas the MRED determines

the amount of error.

C. Experiment Setups

We described the proposed approximate multiplier using

Verilog HDL and verified it using the ISE Design Suite-Xilinx.

Then, using Genus Synthesis Solution, we synthesized the

proposed scheme with 45-nm NanGate technology and used

Cadence to analyze the critical path delay, power consumption,

and area. For error analyses, we used Python and determined

MRED and PC for all possible input combinations.

D. Experimental Results

Table I reports the area, power consumption, delay, PDP,

PADP, MRED, and PC of the proposed design and the base

(accurate) design. Table I reports these numbers for other

designs in the literature and how these numbers were obtained.

Given the similarity and relevance of Ax1 [22] and Ax2

[22], we repeated the simulations for these designs. The key

observations in the obtained results are the extremely low

MRED of 0.0018 and high PC of 67.58%.

In this paper, One of the main goals is to achieve low

error because the degree of accuracy determines the quality

of output in various applications and is one of the crucial

criteria in approximate calculations. Our understanding is that

the error rate depends on two main factors, the number of

carries that each column generates from the partial products,

and the other is where the carries are generated. If we disregard

carries of columns that have less probability of generating

carries and are located among less significant bits, the output

will have a smaller error. Hence, we propose to disregard the

carry produced in the first four columns of Group A.

As Table I shows, the PC of the proposed scheme is

67.58%, which means our design has the correct output in

most cases. The MRED of 0.0018 indicates that when the

output results are not correct and have errors, their error

is significantly small compared to the corresponding exact

results. Regarding hardware efficiency criteria, critical path

delay, power consumption, and area of the proposed design

are 0.64 ns, 81.20 µW , and 278.8 µm2, respectively. PDP is

the product of power consumption and delay, indicating energy

efficiency, which is 52.21 (µW ∗ns) for the proposed design.

PADP is the product of PDP and area, used to evaluate energy

efficiency and area together. The PADP of the proposed design

is 14556 (µW ∗ µm2 ∗ ns).

E. Comparison

Table I shows that the proposed approximate multiplier has

the best PC among the designs reported and the best MRED

compared to existing approximate architectures. PC of the

proposed design is increased by an average of 58.8%, whereas

MRED is improved by an average of 95.3%. Therefore, we

see that the probability of correct output is significantly higher

for the proposed approximate multiplier, and in cases where

an error occurs at the output, the error is significantly smaller

in value.

The proposed solution has a 38.5% improvement in critical

path delay, 18% in power consumption, and 6% in the area

compared to the exact multiplier with the same architecture.

The improvement trend is present in PDP and PADP changes

as well, decreasing by 49.4% and 52.4%, respectively. Com-

pared to the exact multiplier, this significant reduction is due

mainly to the proposed multiplier’s high performance and low

power consumption.

Regarding the critical path delay, power consumption, and

PDP, Akbari et al. [24] (their Design 2) obtained the best

result, followed by Edavoor et al. [25] and Momeni et al. [28]

(Design 2). Akbari et al. [24] (Design 2) is better in delay,

power consumption, and PDP 56.3%, 57.5%, and 81.4%,

respectively, than the proposed multiplier. On the other hand,

the proposed method is 99.4% and 66.63% better in MRED

and PC, respectively, and 60.9% in the area. Compared to

the proposed multiplier, Edavoor et al. [25] is better in delay,

power consumption, and PDP, 48.4%, 37.2%, and 67.7%,

respectively. However, the proposed design is 96.3% and

55.71% better in MRED and PC, respectively, and 88.7% in

the area. As for Momeni et al. [28] (Design 2), compared

to the proposed multiplier, their design is 42.1%, 26.5%, and

57.7% better in delay, power consumption, and PDP, whereas

the proposed method is 99.9% and 66.82% better in MRED

and PC, respectively, and 91% in the area. These three archi-

tectures achieved better results in delay, power consumption,

and PDP due to a significant reduction in the accuracy of the

multiplier. They are among the architectures with the highest

error. In addition, all three of these architectures have a much

larger area than the here proposed multiplier. Indeed, they are

among the architectures with the largest area.

On the other hand, DRUM (3) [29], DSM (3) [30], and

TOSAM (0,2) [21] architectures have the best area, in that

order. At the same time, they are among the architectures

with very low accuracy, and most of them, in terms of delay,

power consumption, and PDP, have a much worse result than

the proposed scheme. DRUM (3) [29], DSM (3) [30], and

TOSAM (0,2) [21] in area are 48.7%, 34.7%, and 32.2%

better than the proposed design, respectively. Nevertheless,

the proposed multiplier in MRED is 98.6%, 98.7%, and

98.2%, better, which is a significant advantage for our design.

Moreover, the proposed design is better in delay, power

consumption, and PDP compared to DRUM (3) [29] by 8.6%,

21.9%, and 28.3% and better than DSM (3) [30] by 20%,

36.5%, and 49%. Whereas TOSAM (0,2) [21] is 9.3% better

in delay, the proposed design is 32.3% and 25% better in

power consumption and PDP.

In addition, PADP, the product of PDP and area, can be used

to evaluate energy efficiency and area for all existing architec-

tures simultaneously. The proposed approximate multiplier is,

on average, 61.2% better than all other existing architectures

in terms of PADP. The only exceptions are Akbari et al.

[24] (Design 2), DRUM (3) [29], and TOSAM (0,2) [21],
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TABLE I: Area, power consumption, delay, PDP, PADP, MRED, and PC of different unsigned 8-bit multipliers

Method Designed by Simulated by
Hardware efficiency criteria Accuracy criteria

Area(µm2) Power(µW ) Delay(ns) PDP PADP MRED PC(%)

Edavoor et al. [25] [25] 2468 51.01 0.33 16.83 41536 0.0487 11.87

Ax1 [22] Repeated by us 284.6 83.88 0.78 65.76 18715 0.0759 2.68

Ax2 [22] Repeated by us 266.5 77.30 0.77 59.91 15966 0.1981 0.28

TOSAM (0,2) [21] [21] 186 120 0.58 69.60 12945 0.1010 NR*

TOSAM (1,5) [21] [21] 291 231 0.88 203.3 59160 0.0410 NR*

Ha and Lee [26] [25] 3624 79.24 0.50 39.62 143583 0.0326 24.20

Akbari et al. (Design 2) [24] [25] 713 34.51 0.28 9.66 6887 0.3135 0.95

Akbari et al. (Design 4) [24] [25] 3070 61.47 0.42 25.82 79267 0.0854 16.86

DQ4:2C4 [24] [21] 281 186 0.57 106.02 29791 0.0810 NR*

Gorantla et al. [27] [25] 3715 80.19 0.49 39.29 145962 1.2000 13.06

Momeni et al. (Design 2) [28] [25] 3092 59.69 0.37 22.08 68271 4.2843 0.76

DRUM (3) [29] [21] 143 104 0.70 72.8 10410 0.1260 NR*

DRUM (4) [29] [21] 208 172 1 172 35776 0.0640 NR*

DSM (3) [30] [21] 182 128 0.80 102.4 18637 0.1440 NR*

DSM (5) [30] [21] 355 328 1.22 400.2 142071 0.0300 NR*

This work - Accurate 296.1 99.04 1.04 103.2 30557 0 100

This work - Proposed 278.8 81.20 0.64 52.21 14556 0.0018 67.58

* Not Reported.

all of which are among the architectures with the lowest

accuracy. Akbari et al. [24] (Design 2), DRUM (3) [29], and

TOSAM (0,2) [21] are 52.6%, 28.4%, and 11% better than the

proposed design in PADP, respectively. However, the proposed

multiplier is 99.4%, 98.5%, and 98.2%, better than those in

MRED.

The proposed scheme shows a significant improvement in

power consumption, critical path delay, and PDP compared

to DSM (3) [30], that is, 75.24%, 47.54%, and 86.95%,

respectively. It also has substantial advantages with regard

to area and PADP compared to Gorantla et al. [27], i.e.,

92.49% and 90.03%. On the other hand, PC has the largest

improvement (67.3%) compared to Ax1 [22], and MRED

has the most significant improvement (99.96%) compared to

Momeni et al. [28] (Design 2). In conclusion, the proposed

design has the best accuracy among all existing architectures.

V. CONCLUSION

This paper proposes a novel multiplier using approximate

computations based on carry disregard. Disregarding carries

shortens the critical path and reduces hardware complexity,

thereby improving the critical path delay, power consump-

tion, and area, which, compared to the accurate multiplier,

are improved by 39%, 18%, and 6%, respectively. Unlike

many approximate multipliers, this paper aims at reducing the

accuracy optimally (i.e., minimally) while achieving better or

acceptably good delay, power consumption, and area. Con-

sequently, the proposed multiplier achieves the highest PC

and the best MRED compared to the existing approximate

architectures in the literature and improves them by an average

of 58.8% and 95.3%, respectively. In addition, it has been

able to achieve acceptably good delay, power consumption,

and area.

The proposed design of this paper provides a basis and a

starting point for future research. We believe that this method

can be generalized to larger multipliers such as 16-, 32-, and

64-bit. Like the proposed 8-bit multiplier, we expect them to

achieve high accuracy and better hardware efficiency, which

is in our future works. Also, having many designs using

compressor-based multi-operand adders in the literature gives

us the idea of combining our proposed design with such

methods. Since the two methods are compatible, we expect

to achieve further improvement by doing so. This is an idea

that we plan to examine in the future.

We also intend to extend carry disregard in the proposed

scheme for the various existing scenarios and analyze the

results obtained for accuracy, delay, power consumption, and

area. Also, the ability to dynamically adjust the accuracy in

the proposed design and use it in different applications with

different error tolerances is another extension of this work,

which we intend to pursue in the future.
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