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the reproduction of designed circuits and systems in different 
simulation levels, and more importantly in a real-world set-up 
with physical implementation. Following that, we look into some 
considerations which can improve the reproducibility of the cir-
cuits and systems to be designed in the future. We conclude the 
paper by suggesting certain approaches to tackle these practi-
cal challenges at device level as well as circuit and system level.
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I. Introduction

Reducing energy consumption is a crucial goal in 

the current circumstances of rapidly growing com-

putational load. Mobile systems such as smart-

phones, embedded systems, wearable electronics, and 

Internet of Things (IoT) devices, which are often powered 

by batteries or rely on energy harvesting, require optimal 

utilization of the available energy [1]. A key factor in the 

energy budget of modern computing devices is memory 

[2]–[4]. In a modern chip, the number of transistors re-

quired to store data has a significant and increasing im-

pact on the total transistor count [5], and consequently 

on the production cost. A promising solution for these 

problems is using memristors.

Although memristive behavior has been observed 

before [6], [7], a turning point for this type of basic 

circuit elements was when Hewlett Packard (HP) pre-

sented some of the (circuit level) applications of their 

passive solid-state Resistive Random Access Memory 

(ReRAM) devices with memristive characteristics in 

2008 [8]. They advocated the memristors and their ap-

plications in the scientific community, especially that 

of circuits and systems. Thanks to their non-volatility, 

memristors could decrease the overall power consump-

tion of the system dramatically [9]. Moreover, the rela-

tively simple structure of memristors, allows compact 

implementations (device size of sub 10 10nm nm#  [10] 

and 3 3nm nm#  has been already reported [11], [12]) 

which can reduce their size up to one tenth of their 

Random Access Memory (RAM) counterparts [13]. It is 

worth noting that memristive behavior is not limited to 

ReRAMs. Other devices such as Phase Change Memory 

(PCM) and Spin Transfer Torque (STT) also show simi-

lar behaviors as described by Leon Chua in 1971 [14]. 

Since in many cases these devices face similar challeng-

es, in this paper, we refer to them under the umbrella 

term of “memristors.” However, one should keep in mind 

that each of them has a different mechanism of opera-

tion which needs to be taken into account while working 

with them.

A natural candidate application for memristors has 

been in memory systems [9], [13], [15]–[22]. The possi-

bility of integrating 1 TB of storage on a single chip [23] 

makes this technology a very attractive candidate for 

memory-intensive big-data applications [24]. Especially 

given that they can be integrated with Complementary 

Metal-Oxide Semiconductor (CMOS) technology with 

minimum changes. For examples, see MOSIS C5 CMOS 

[25], or CMOS Back End Of Line (BEOL) Memristor ser-

vice [26], or the news on the planned offering of Taiwan 

Semiconductor Manufacturing Company (TSMC) in 2019 

[27]. More importantly, they can be used for purposes 

other than secondary memory, code-storage, or similar 

conventional ways non-volatile memories are often used 

[24]. There have been several efforts in using memris-

tors for implementing various logical functions [28]–

[44], calculations [38], [45]–[49], and other applications 

[50], [51] such as learning [51]–[55] and even cancer de-

tection [56]. Fig. 1 summarizes some of the major events 

in the memristive community since 2008 [57].

Logic circuit design is the key to the development of 

memristor-based computing systems. A noteworthy ob-

servation in this regard is that the majority of these log-

ics are inspired by CMOS and in a certain way mimic be-

haviors of a CMOS circuit or replace parts of it. Among 

these logics CMOS/Memristor Threshold Logic (based 

on the Logic Threshold Gate (LTG)) [28], [37], Ratioed 

Logic [28], [30], and CMOS-like Logic [28] are among the 

most prominent ones. One of the major common prop-

erties of all of these logics is that they operate in the 

voltage domain (information and logical states are rep-

resented in the voltage of a node). This includes some 

more recent ones like Scouting Logic [44] too. Due to the 

voltage representation of the values, they often com-

pete with their traditional and far more mature CMOS 

counterparts. However, memristive technology can be 

more successful if its native properties such as hav-

ing memory are exploited. This idea has been used in 

IMPLY Logic [31], [35], [64] and Memristor-Aided Logic 

(MAGIC) [39], [43] which fundamentally operate in the 

memory domain. That is, the information and logical 
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Figure 1. A summary of major events and milestones in 
memristive community according to [57].
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states are represented as the memory states stored on 

the memristor. Therefore, no memory read or write is 

necessary before and after the logical operations. This 

is a substantial change compared to how CMOS circuits 

operate. Operating in memory domain is where CMOS 

has a significant disadvantage with respect to memris-

tive technologies, since it requires a significantly larger 

area as well as power consumption to do a similar op-

eration. Consequently, in-memory operation is the most 

propitious path for memristors as an emerging technol-

ogy, especially considering the von-Neumann bottle-

neck which regards the constraints in data transmission 

between memory and processing units [57]. Few recent 

studies [42], [65]–[69] performed on in-memory compu-

tations have already shown promise.

The rest of this paper is organized as follows; In 

Section II, we first present our findings regarding the 

proportion (or from our point of view, in this case, dis-

proportion) of physical implementation and simulation 

among memristor-based systems and circuits in the lit-

erature. Then, in Section III, we argue as to why this dis-

proportion is very important in this field and should be 

ameliorated in the future. Next, in Section IV, we delve 

deeper into the shortcomings of models and some de-

signs by presenting three examples. These experiments 

show how proper operation of memristive circuits can-

not be taken for granted as it is often done in many mem-

ristive system and circuit designs. In Section V, we pro-

vide some suggestions as potential directions to take in 

order to tackle existing challenges. Finally, we draw our 

conclusions in Section VI.

II. Physical Implementation & Verification  

in the Literature

Studying the literature, to our surprise, there is a con-

siderable shortage of physical implementation and 

verification among the myriads of circuits and systems 

proposed for memristive devices. To understand the di-

mensions of this shortage better, we conducted a survey 

in the literature. In this survey we searched five key-

words, namely ‘memristor’, ‘memristor circuit’, ‘memris-

tor system’, ‘memristor device’, ‘memristive circuit’, and 

‘memristive system’, and picked the first thirty results 

(considering papers appearing in more than one search 

only once and dismissing it in subsequent appearances) 

and checked whether they were verified based on physi-

cal implementation or not. To make sure that our sample 

is not biased or limited to a certain community we chose 

“Google Scholar” as our search engine. “Google Schol-

ar” searches a wide range of available materials includ-

ing world-wide patents databases, research databases 

(such as IEEE, Elsevier, Springer, ResearchGate, ArXive, 

and others), university databases (for theses), and other 

published papers on the web (white papers published by 

companies or papers published by the authors on their 

personal website). Our results, visualized in Fig. 2, show 

that from the 142 works (38 of the 180 results were re-

petitive appearances), 51% were indeed circuit and sys-

tem designs, however, only 30% of them (15.5% of all the 

search results) were based on physical implementation 

or measurements.

Knowing that some researchers prefer to use specific 

device names, we ran the same experiments with new 

keywords. Given the better reception of ReRAM among 

various types of memristive device, we chose the follow-

ing keywords; ‘RRAM’, ‘ReRAM’, ‘resistive RAM’, ‘resis-

tive memory’, ‘resistance switch’, ‘resistance switching’, 

‘resistive switch’, ‘resistive switching.’ The result for this 

set of search shows that the majority of the papers us-

ing this keyword are at a device and model level, and 

not circuit or system design. From the 211 works, only 

11% were circuit and system designs, of which 78% were 

physically implemented. This means that only 9% of the 

total number of works found using those additional key-

words were implementations.

We also did a brief search with PCM, where out of 

the 30 results, 9 papers (30%) were circuit or system de-

signs, 89% of those containing actual implementations, 

yielding 27% implementations in total. Surprisingly, none 

49%

36%

Theory/Device
Circuit/System Sim.-Only
Circuit/System Impl./Meas.

15%

Figure 2. Distribution of “Top 30” literature works on “mem-
ristors” showing the share of circuit/system implementation/
measurements (15%) vs. circuit/system simulations or theo-
ry/device level works (85%). We note that 52% of the search 
results were indeed circuit/system articles (considering both 
practical and simulation-only works).

Among the top articles in the memristive circuit and  

system literature, less than 15% are verified by  

implementation and measurement.
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of these top 30 papers are concerned with model-

ing, even though the majority of them are device 

level works.

Considering the overall search combining the find-

ings using all of above keywords, visualized in Fig. 3, 

the share of circuits and systems verified by physical 

implementation and measurements is as low as 12% (48 

out of a total of 383 works)1. We contend that this dispro-

portion between practical works and simulated designs 

is alarming and has negative effects. Our search shows 

some indications that in communities using PCM and 

ReRAM keywords, they are more aware of (and hence 

pay more attention to) the importance of practical im-

plementation. However, the ratio of circuit and system 

works done in those communities seems to be lower.

We note that such disproportion between simulation 

and implementation exists in certain other communi-

ties such as digital CMOS circuit design too. However, 

it is important to note that in that case, such dispro-

portion is justified by the maturity of the models and 

Computer-Aided Design (CAD) tools developed for 

CMOS technologies thanks to the heavy investment of 

major companies and consequently comprehensive and 

continuous effort of engineers and scientists in device 

and circuit development and modeling. Therefore, a 

successful simulation is, to a large extent, a good guar-

antee of a successful implementation for the majority 

of digital CMOS circuits. Despite the maturity of CMOS 

technology and respective models and CAD tools, a 

successful simulation is much less of a guarantee for a 

successful implementation in the case of analog CMOS 

circuits. Therefore, in the respective community, new 

designs, and concepts are often well-received and com-

monly spread, if and only if they are backed up by physi-

cal implementation and verification. In consequence, 

the proportion of high-quality publications verified by 

physical implementation is much higher compared to 

their digital counterpart.

III. The Pitfalls of Circuit & System Simulation

We contend, that in the memristor community the short-

age of physical implementation and verification is an im-

portant problem due to three main reasons, which we 

discuss here.

A. Immaturity of Technology

In the case of CMOS transistors, the material and fabri-

cation process is to a very large extent determined and 

clear. The exact technology and fabricating company 

determine further details. When it comes to memris-

tors, in contrast, this can vary significantly in terms of 

material, fabrication, and operation dynamics. Some of 

the circuits and systems are designed for “memristors” 

without any considerations for specifics of operations 

of different device types. Even among a single type, for 

example, ReRAMs, although Titanium dioxide ( )T Oi 2  is 

one of the more well-known types, the literature con-

tains many other materials and fabrication processes 

such as Tantalum Oxide ( )T Oa x  [70], [71], Hafnium 

Oxide ( )OH xf  [72]–[74], amorphous silicon [75], carbon 

nanotubes [76], ferroelectric [77], SiNW [56], and silver-

based ReRAMs [78], [79]. Given the sparse and ad-hoc 

approaches towards developing these memristors, they 

often remain in a pre-mature or maturing phase. Signifi-

cantly less mature compared to any CMOS technology 

of the day. This negatively affects their characterization 

as well as their reproducibility. Some of the main chal-

lenges to be addressed at device level include device 

variability, cyclic variability, OFF/ON ratio, endurance, 

retention, and device speed.

Fig. 4 shows our measurement results performed on  

8 ReRAMs of the same technology, fabrication round, 

and die packed in a single package2. In our measurements, 

88%

Other Works
Circuit/System Implementation

12%

Figure 3. Distribution of “Top 30” literature works with all key-
words (derived from memristor, ReRAM, and PCM) showing 
the share of circuit/system implementation/measurements 
(13%) from all articles found in our searches. Other works 
include theoretical papers, device level, or circuit and system 
designs which were not implemented (measured).1The share of circuit and system simulations-only is 15% (57 out of 383 

non-repetitive works).

Memristive technologies are young and on their way to maturity.  

Hence, the path to maturity is no less long for the  

models describing them.

2These memristors use metalization of chalcogenide material as the 
switching mechanism. We do not have permission to publish more spe-
cific details.
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20 pulses of 800 mV amplitude and 25 μs width were 

used to drive the memristors to their ON state (or low 

resistance, shown in solid circles) and 20 pulses of 

–400 mV amplitude and 25 μs width were used to drive 

them to the OFF state (or high resistance, denoted by 

hollow circles). Each memristor was driven to the two 

opposite states and measured ten times for each state. 

We see that for the first 3–4 memristors (each column/

group depicts the measurements of one memristor), 

shown in (shades of) blue, Ron  and Roff  values overlap in 

some measurements. This trend improves with a some-

what smaller or larger gap between the two values for 

other memristors, shown in different shades of green. 

Using memristors with overlapping Ron  and Roff  values 

is practically impossible. Therefore, either they should 

be identified beforehand and avoided, or other mecha-

nisms should be devised to drive them into two distinct 

states. We note that the ratio of /R Roff on  also varies from 

57 to 1. This wide range of variation makes working even 

with “functional” memristors (that is, memristors with-

out overlapping values of Ron  and Roff ) very difficult. 

Another difficulty is the variation in absolute values. 

The minimum Ron  in this set of measurements is ,17 kX  

whereas the maximum was . ,1 17 MX  which shows a 

68#  difference. The smallest observed Roff  was 172 kX  

and the largest .1 59 MX , a 9#  difference, which is very 

large but significantly better than variations in .Ron  It 

goes without saying that as the technology matures, we 

can hope to see more of the green memristors than the 

blue ones and more uniformity in fabrication.

B. Immaturity of Models

As mentioned, referring to memristors does not imply 

any specific technology, material or fabrication pro-

cess. Even more specific terms such as ReRAM (or PCM) 

do not imply the same material or properties in that 

 category. Various memristors have different properties 

and since they are often fabricated in research laborato-

ries in small quantities, they are not available to other 

researchers and potential users for additional tests, 

experiments, or modeling. Consequently, the quality, 

verifiability, and scalability of respective models remain 

often very limited due to restricted experiments and 

modeling efforts possible at the research institute fabri-

cating the memristor. A major issue, in this case, is that 

most models are developed at single device level un-

der a few typical test scenarios (such as characterizing 

hysteresis loops, e.g. [80]–[83]). Although these models 

capture certain characteristics of the memristors, they 

rarely manage to sufficiently predict the behavior of the 

device under real application scenarios where the usage 

is substantially different from the tests. Moreover, the 

interaction between the devices and the environment 

is often neglected, leading to further inaccuracies when 

it comes to circuits involving more memristive devices, 

working in an uncontrolled environment.

We should bear in mind that even if the basic prin-

ciples of operations of the memristor are known to us, 

some physical details, especially regarding the switch-

ing process, are yet rather unknown [6]. Based on this 

premise, very recently Menzel et al. [6] conducted an 

investigation of the quality of various prominent mod-

els on modeling the generic behavior of Redox-based 

memristive devices. This behavior includes voltage and 

current characteristics (I-V/I-t), non-linear switching 

kinetics, complementary resistive switching, multi-bit 

data storage, state-dependency, fading memory capa-

bility (asymptotic behavior), and model flexibility. Table I  

provides a summary of their study. We note that the 

performance is not measured against any real memris-

tor, rather against generic behaviors of Redox based 

memristors (thus excludes any other types). Therefore, 

Table I.  

Comparison of generic behaviors of four prominent 

models [6]. Where , , and  show unacceptable, 

acceptable, and good performance, respectively.
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it does not show how good or bad they may model a 

specific physical memristor (of this or any other type). 

Additionally, this set of criteria does not provide a full 

insight to the behavior of a memristor.

As mentioned above, some models do consider the 

non-linearity and kinetics, which to some extent reflects 

the speed of the device. However, even for speed, more 

works such as extracting layout and wire parasitics and 

considering them in the models are missing. In addition, 

noise, variability, and temperature are also not reflected 

properly in the models. It is known that temperature can 

affect properties such as the mobility in the devices [57], 

which can, in turn, affect its behavior. This effect is stron-

ger in some materials such as VO2 and NbO2, leading to 

the observation of negative differential resistance [57]. A 

property which has been used to create oscillation [84] 

and neurons [54], [84]. Although this behavior for these 

specific types has been modeled [85], [86], main-stream 

generic models do not consider any temperature effects.

C. The Nature of Designed Circuits

Memristive circuits such as neuromorphic systems [24], 

[53], [60], [91] or Threshold Logic [28], [37], and some 

other custom circuits [53], [92] treat memristors as a de-

vice with a continuous range of values. This is in nature 

similar to analog circuits rather than digital circuits and 

therefore, requires similar care and approach as in ana-

log circuits. That is, new designs and concepts need to be 

backed up by physical implementation and verification in 

order to be reliable. On the other hand, in many of the 

digital memristive circuits, a highly non-linear behavior 

(sharp switching based on thresholds) is assumed and 

used. In reality the extent of this non-linearity is more lim-

ited and the analog continuous nature of memristors has 

a strong presence, making a notable difference in practice.

For example, in IMPLY Logic [31], [35], [64], the state 

change operation heavily depends on the voltage dif-

ference between VCOND and VSET, which is significantly 

smaller than the power supply, providing a very weak 

non-binary drive for the change. On the other hand, it is 

assumed that if the voltage across a memristor is below 

the threshold, that memristor will not experience any 

changes. Whereas, in practice, that memristor can expe-

rience a state drift (we will show and discuss this more 

in Section IV-B). Although the input and output are con-

sidered as digital values, the dynamic of the operation 

is significantly closer to the traditional analog circuits 

than the digital circuits. Again, requiring considerations 

that are common in the analog domain but are often 

omitted in the digital domain.

IV. Reproducibility Challenge

Shortcomings discussed in Section II and Section III 

negatively affect reproducibility of designs in the real 

world and consequently, put a question mark on the ex-

tent of their practicality and usefulness. In some cases, 

these issues lead to inconsistencies and reproduction is-

sues in simulations as well, which poses an even greater 

challenge to the community. We have tried to reproduce 

some of the existing works in the literature and faced 

certain problems which we briefly report here. We note 

that to answer questions such as “which logic is more 

reliable in practice?” a comprehensive set of studies is in 

order. In such a study one should test them in practice 

at the presence of practical challenges, and assess the 

difficulty to come up with solutions to resolve any prob-

lems they may face in practice. Only then a good per-

spective of the advantages or disadvantages of one logic 

or another can be discussed. Even though, we hope that 

this paper and particularly this section will ignite such 

discussions and plant the seed for such studies, such in-

depth analysis and discussion is not in the scope of the 

present paper. Here we narrate our limited experiences 

to highlight the challenges of practical implementation 

and attract the attention of researchers and engineers 

to their importance while leaving comprehensive com-

parative studies for future works.

A. Memory Example

There are several papers in the literature on various 

aspects of using memristors as memories [9], [13], [15], 

[16], [19]–[22]. Although various models capture differ-

ent characteristics of memristors, interestingly enough, 

so far and to the best of our knowledge, none of the 

existing ones model the leakage or state drift fully and 

properly. A factor that substantially affects the perfor-

mance of memristors as memory. We bear in mind that 

there have been works on “history effect” [93], [94], how-

ever, that is a different concept. History effect concerns 

the eventuality of a steady state in memristors, which is 

independent of its initial state, after application of a cer-

tain input pattern. In studying history effect, the authors 

explicitly mention that they do not consider state chang-

es in the absence of input [93], whereas the leakage or 

Be aware of limitations! Abstractions for high-level simulations  

are very little reliable, so are the low-level simulations  

using only nominal values.
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state drift discussed here regards the state changes in 

the absence of any input.

There are several suggestions regarding compensa-

tion of read-out mechanism, nonetheless, there are no 

concrete solutions addressing the leakage. To evaluate 

these effects we designed and implemented (shown in 

Fig. 5) a memory write and read circuit [95] and mea-

sured the maximum retention time of Knowm “BS-AF-W” 

memristors [96]. Our measurement showed 81 hours 

of retention time (488 reads, 10 minutes apart) for our 

memory system. In our experiments, the read opera-

tions were not compensated and hence could affect the 

retention time. However, in a different experiment with 

more frequent reads (every 1 second), we managed to 

have 6000 correct reads before a state change. There-

fore, even though the 488 read operations contribute in 

reduction of retention time, the two experiments prove 

the presence of a different effect which we associate 

with the leakage. Since currently, no models for this ef-

fect exist, we could not simulate this effect. Similarly, no 

other memristive memory system design can be thor-

oughly verified in simulation (e.g., regarding its reten-

tion time). At least not using the models currently avail-

able to the public and academia. This indicates the need 

for developing new and more comprehensive models. 

More importantly, it highlights the importance of the 

physical implementation and verification of memristive 

systems. We note that there are memory products in 

the market, e.g., [97], which use memristors. Therefore, 

there is no doubt that there are and can be more mem-

ristive memory systems, for which similar characteriza-

tion experiments are done. However, we could not find 

any similar reports accessible to the public, reporting 

those important characteristics we measured.

B. Logic Example—IMPLY

As one of the most prominent memristor-based logic 

design methods, IMPLY has been extensively used [31], 

[34], [38], [48], [49], [99]–[102]. There are also various 

works in the literature on its design and implementa-

tion as well, e.g. [34], [35], [38], [45]. This also includes 

closed-form formulas and determined boundaries re-

garding the value of various circuit elements necessary 

to implement an IMPLY [38], [45]. In the literature, how-

ever, often the circuit simulation of systems using IMPLY 

is skipped (see e.g., [45], [48], [99], [100]), given the as-

sumption that the basic gate implementation as shown 

in [34] is functional. However, to verify our IMPLY based 

system published in [48], we tried to run the respective 

simulation in SPICE. The common assumption in p q"  

(p IMPLY q) is that p maintains its state while q changes 

its state to hold the result [31], [45], [48], [100]–[102]. De-

spite the fact that many of the designed systems work 

strictly based on this assumption, to our surprise, this 

does not seem to be always the case.

One of the problems with the closed-form calculations 

is that they assume a resistive switch with fixed resistance 

before and after crossing the threshold voltage. Whereas 

in reality, the memristors experience state drift on both 

sides of this threshold, which on itself affects the switch-

ing process. According to our simulations using four differ-

ent models (namely, Biolek [98], Yakopcic [103], Joglekar 

[104] and TEAM [105]), in a single operation, or as shown 

in [34] in a few step operation, the parameters could be set 

such that p can be considered (in some cases only mar-

ginally) as keeping its previous states. However, the state 

drift in a sequence of operations leads to a potential loss of 

state for p and consequently false results (see Fig. 6). The 

only model in which we managed to simulate IMPLY with a 

small enough state drift that does not cause a loss of state 

is TEAM [105]. However, we notice that for doing so we had 

to set the model parameters arbitrarily and far from the 

characteristics of the real memristors we have at hand.

Taking all the above into account, the question of 

the practicality of a physical implementation of IMPLY 

Figure 5. Our implementation of a complete memory sys-
tem on PCB, populated with memristor chip and required 
circuits to read and write.

Real devices show behaviors that may not be represented  

by current models, yet they can affect the function  

of the circuit and the system.
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in which p does not lose its state after a few opera-

tions remains an open question to us. However, this 

problem can be easily remedied. That is, to save the 

content of the p, whenever it is needed in the future. 

Despite the overhead, this approach seems to be prac-

tically more attainable.

C. Logic Example—MAGIC

Another prominent memristor-based logic is MAGIC 

[39], [43]. Several logic functions can be implemented 

using MAGIC, one of them being an n-input NOR, which 

naturally forms a NOT gate if only one input is used. Giv-

en its attractiveness, we have tried to implement it. This 

logic also faces several challenges in overcoming prac-

tical adversities of memristive circuit implementations.

Some of these challenges can be observed already 

in simulations. For example, our simulations of MAGIC 

NOR gates have shown that variation in memristor pa-

rameters, i.e., ,Ron  ,Roff  threshold current/voltage, and 

switching dynamics, cause the robustness to decrease 

dramatically. Simulations of these circuits were con-

ducted using VTEAM [88]. Since VTEAM is available as a 

Verilog-A model only, we implemented it in LTspice. The 

implementation can be found in [106]. The used param-

eters for VTEAM can be found in Table II. Fig. 7 shows a 

sample result of our simulations, where the effect of the 

initial state on the performance can be seen, particularly 

timing. For example, as it can be seen in this figure, a 

5% deviation from a 100% initial state leads to a double 

inversion time. Not taking this into account can lead to 

incomplete state changes and eventually false results in 

operations. It is appealing to think that by taking a very 

long operation time this problem should go away, how-

ever, we need to bear in mind that a longer operation 

time leads to a larger state drift in the input memristors. 

Therefore, even though the state change in the output 

memristor would be thus improved, a similar problem 

would be introduced to the input memristor which would 

bring us back to the same problem in further operations.

Moreover, as we showed in Section III-A, the mismatch 

between memristors, which can have a similar effect as 

to not fully ON or OFF initial states, could be more than 

an order of magnitude larger than what is shown here. 

Therefore, finding pairs or groups of memristor with sim-

ilar enough properties to implement the gate is challeng-

ing too. Even harder is their inter-operation. Whereas we 

successfully implemented MAGIC NOT gates (i.e., gates 

involving two memristors), due to parameter variations 

existing in the memristors available to us, it was barely 

possible to implement 2-input NOR gates in MAGIC. It is 

important to notice that our implementation of this gate 

did not prove to be particularly reliable and repeatable.

We would like to remark, that this does not under-

mine the value and the promise of this design. The ques-

tion for us (and we believe the rest of the community) is 
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Table II.  

Parameter values used in VTEAM.

Parameter voff von aoff aon Roff Ron 

Value 0.7 V –10 mV 3 3 1 MΩ 10 kΩ

kon koff woff won wC aoff aon 

–0.5 nm/s 1 cm/s 3 nm 0 nm 107 pm 3 nm 0 nm 
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result).
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how a more reliable and repeatable implementation of 

MAGIC can be made possible? Be it a solution at device 

level (e.g., less variation could help), circuit level (e.g., 

could any extra circuit help?), or system level. For ex-

ample, at system level, the state drifts of input memris-

tors due to longer operation time (which improves the 

state change in output memristor) can be compensated 

by refreshing the state of the input memristors (as we 

suggested for IMPLY too). Similar to the IMPLY example 

above, practical issues may be therefore overcome with 

certain considerations which affect the system at higher 

(e.g., at algorithm) levels too.

V. Moving Forward

In previous sections, we discussed major challenges 

that memristive circuits and systems face in practice. 

We would like to emphasize that this is not meant to 

undermine the practicality of building memristive cir-

cuits and systems. It has been repeatedly proven that 

it is possible to build memristive circuits which work 

in practice, for example, see [107] and [108], among 

many others. Our intention here is to raise awareness 

about these challenges and by considering these issues, 

 empower engineers and designers to design circuits and 

systems which have a shorter path to practical implemen-

tations. Other than taking the challenges of the current 

state into account, there are certain steps that we, as a 

community, could take to alleviate these adversities and 

reduce the existing challenges. In this section, we sum-

marize some of these potential steps, which provide for-

midable research questions and challenges. Addressing 

them could have a positive effect on the design and im-

plementation of memristive circuits and systems. Some 

of the challenges to be addressed at the device level are:

Device Variability As we saw in Section A, particular-

ly the example of Fig. 4, the variation between devices, 

even within the same package, is so large that the Roff  

of a memristor can be smaller than the Ron  of another in 

the same package. This makes it impossible to consider 

even an arbitrary range of these values, within which 

both memristors can be considered either ON or OFF. 

Therefore, the biggest hurdle of practical implementa-

tions is this extremely large variation between device 

characteristics. Reducing the size of memristors seems 

to be a key solution to this problem. Material research 

also could lead to improvements [109]–[111].

OFF/ON Ratio Even in a single memristor, it is impor-

tant to have a minimum of /R Roff on  so that the two dif-

ferent states can be distinguished. As evident in our ex-

ample, Fig. 4, this ratio undergoes a large variation too. 

Values equal to or smaller than 1, which speak of practi-

cally indistinguishable states, are the major problem. In 

addition, certain applications require much larger ratios. 

This issue, even though has a different effect in practice, 

solution-wise, follows the previous issue closely. Solu-

tions which could alleviate the problem of device vari-

ability could help in improving the OFF/ON ratio as well.

Cyclic Variability Variations during the lifetime of 

the memristor is a well-known phenomenon as well 

[112]. This challenge might be significantly more diffi-

cult than the device and ratio variation to address at 

the device level. Considering it at circuit and system 

level may be a somewhat easier approach. However, in 

the presence of the previous two issues, this challenge 

has little priority. Moreover, in many cases, its pattern 

is hardly distinguishable. For example, we could not see 

a particular pattern of cyclic variations in our measure-

ments, however, once this pattern is distinguished and 

modeled, circuit and system designers could better con-

sider it in their designs.

Endurance Currently, the lifetime of memristors is 

not very high in all technologies. In some cases, it could 

be as low as 10,000 cycles [112], [113]. That is certainly 

a limitation which could affect the wide-spread use of 

them, particularly in applications such as in-memory 

logic and computations which come with frequent 

changes of state. Therefore, device level research is 

needed to improve this aspect too. However, this prob-

lem seems to be of a secondary priority compared to 

device variability and OFF/ON ratio.

Retention This problem mainly concerns memory ap-

plications. However, given that in future architectures 

under investigation (which try to use in-memory compu-

tation), memristors are going to act both as memory and 

computation unit, retention becomes an important aspect 

for them as well. At this stage, this is also a secondary 

concern, but very important for the wide-spread use of 

these devices in consumer electronics. Material and de-

vice research seems to hold the answer to this question.

Device Speed In the literature a large range (from 

sub-nanosecond to microseconds) of device speeds 

can be observed [96], [114], [115]. This affects the per-

formance and power consumption of the systems using 

memristive circuits and systems. Improving the speed 

of state changes at device level can make memristive 

circuits and systems more competitive in the CMOS-

dominated market and hence improve its reception by 

the industry and users.

Sneak Path is a well-known issue in the literature 

[116], [117] and there have been efforts in reducing the 

effect of sneak path [118], [119]. For example, in [118] 

the authors use a system with buffer amplifiers to re-

duce the number of memristors which would normally 

be affected by the sneak path. Thus, they alleviate the 

problem, even though it does not go completely away. 

In addition, the complexity of the system is increased 
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and issues such as amplifier noise are introduced. A 

simple solution is adding a transistor to switch a mem-

ristor in or out of the crossbar. The main problem 

with this structure, also called 1T1M, is the additional 

transistor gate wire which makes the crossbar less 

compact compared to a cell structure that requires 

only a memristor. The required transistors can have 

an even larger effect in the total area of the crossbar. 

Device level solutions such as larger OFF/ON ratios 

also could alleviate the sneak path problem. In that 

case, 1T1M could change from a functional necessity 

to a luxurious addition for applications which require 

higher reliability and can accept the additional costs 

of 1T1M structures.

At the circuit and system level, the following steps 

can help the design and implementation process;

Models Memristor models still have a long way to com-

pletion. Modeling temperature effects, device variations 

(particularly the variations in the absolute value of Ron  

and Roff ), threshold variation, cyclic variations, leakage 

(retention time), and endurance are some of the practical 

effects which, to the best of our knowledge, are not reflect-

ed in any of the existing models. Modeling these effects — 

especially in one integrated model— can enable more re-

alistic simulations, particularly corner simulations.

Parasitics More often than not, memristor models are 

developed in a laboratory environment and are based 

on on-die measurements. They do not consider any of 

the parasitics which can be formed due to the wires and 

connections as well as the layout of the circuits. Creat-

ing and using models for these effects can help in the 

design process and lead to more realistic simulations 

which better represent implementations.

Functional Simulations Using better models which 

reflect the reality better, in terms of values and varia-

tions and include leakage, extracted parasitics, and 

unideal initial states (memristors that enter an opera-

tion without having reached their full ON or OFF states 

in previous operations), the circuits can be thoroughly 

tested to see whether they are functional under all those 

circumstances or not. If not, the range of functional op-

erations, as well as more problematic issues, can be 

identified. The former allows selecting suitable applica-

tions or technologies and the latter helps in devising so-

lutions to address the relevant functional issues.

Corner Simulation Evaluating a circuit in different 

corners, such as the ones mentioned above, help in 

predicting the chances of prototypes being functional, 

or selection of the technology to fabricate the designed 

circuit, as well as the universality of the design. That 

is, how much of variation in those parameters the de-

sign can tolerate before showing functional problems? 

Consequently, this helps to find suitable technologies 

since technologies which have a variation within those 

bounds can be used to implement that design.

Design and Test Awareness Once designers are 

aware of the challenges of practical implementations, 

as we discussed in this paper, they can design their 

circuits such that they can overcome or better tolerate 

these adversities. Whether these solutions be at circuit 

level, or at system level (e.g., the one we proposed here 

for the practical problems of the IMPLY gate). It is also 

important to test the circuits and systems against them, 

both in simulations and in practice.

Integration Many of working implementations are 

based on Integrated Circuit (IC) solutions [107], [108]. 

That is, the memristors and the CMOS circuits are on 

the same die or in the same package. This seems to be 

a possible solution for more reliable implementations. 

This facility is hardly available to the public but it seems 

to have a considerable effect since most published prac-

tical implementations are ICs. With the announcement 

of TSMC [27] regarding their new fabrication rounds 

which include memristive devices, this could change 

and we hope to see more practical implementations.

VI. Conclusions

Our experiments above show critical issues to which the 

community needs to pay more attention to create more 

effective and realistic memristive circuits and systems. 

First, is the necessity of developing improved, more 

comprehensive and more realistic memristor models 

which represent the behavior of real-world memristors 

better. In particular, factors such as device, threshold 

and cyclic variations, as well as temperature effects, 

leakage (retention time) and endurance. This point was 

presented in the example of the memory system we have 

developed. There, we showed factors such as retention 

time or realistic refresh cycles cannot be simulated 

since parameters such as leakage or device variation are 

not fully or properly represented in the existing models. 

Completion of models presents a longer-term challenge 

since the memristive technology itself is evolving. This 

process of evolution requires renewing respective 

models to better represent the physical behavior of 

newer technologies.

While real devices are hard to access, awareness of potential challenges  

and thorough low-level simulations are crucial for a reliable design.
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Second is the necessity of running full functional and 

corner circuit-level simulations for designed systems. 

Current circuit models have room for improvement and 

they do not provide a comprehensive insight as to what 

may happen in the physical world. Nevertheless, they 

do provide an understanding of certain potential prob-

lems in the designed systems or points where a deeper 

investigation is necessary. An example of this point is 

the IMPLY operation where, as presented here, most of 

the existing models show that with realistic model con-

figurations, it is most likely that consecutive operations 

lead to loss of information on the p memristor. Howev-

er, many system designs do not consider this potential 

loss of information which can have a significant (and 

potentially negative) effect on the operation of these 

systems. Therefore, certain considerations (such as 

refreshing the value of p in this example) are in order, 

to ensure the proper operation of higher level systems 

using IMPLY.

Lastly, we contend that many of the current memris-

tive circuits, such as IMPLY for example, although having 

digital inputs and outputs, operate in a manner that can 

be identified better with analog CMOS circuit operations, 

rather than their digital counterpart. Therefore, to reli-

ably verify their operation, and to realistically character-

ize them, they need to be physically implemented and 

tested. A matter that we believe is relatively overlooked 

in the community and it deserves more attention. These 

practical implementations show us the way forward to im-

prove both devices and memristive circuits and systems.
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