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Abstract—Memristors are one of the promising emerging tech-
nologies to address several challenges faced by the computing
system of the day. However, a sizeable portion of the works in
the literature are not supported by practical implementations or
their details are kept as trade secrets. In this work, we propose
and implement a writing and reading circuit for a memristive
memory system and present our measurement results. A key
feature of the proposed system is that it does not need any
read-out compensation and virtually no refreshing (due to read-
out). However, we observed that by the passage of the time (and
irrespective of not applying any inputs) some information loss
happens, which necessitates refreshing and dictates its frequency.
We associate this phenomenon, which has not been reported in the
literature before, to what we call “leakage current”. We anticipate
this paper to be a starting point for seeing more implementation-
based works in the literature, modeling the leakage current
phenomenon, and incorporating such design and consideration
into the design process of memristive systems.
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I. INTRODUCTION

MEMORY technology plays a major role in the energy
budget of modern computer systems [1]–[3]. At the

same time, more and more computer systems are powered by
batteries, such as mobile devices, wearables, peripheral sen-
sors, and IoT gadgets [4]. Memristors, were first described by
L. Chua in 1971 [5] represent the fourth basic circuit element
besides resistors, capacitors and inductors. Unlike conventional
memory technologies, which mostly use a certain amount
of charge to store information, i.e., bits, in a memory cell,
memristors store information in their resistance, which only
changes if a current (charge) is applied to it. This non-volatile
character and its very small size of several nanometers [6]
qualifies memristors to make computer memory more energy
efficient and dense at the same time. Memristive memory
technology also enables a new computing paradigm, which is
called In-Memory Computation (IMC) [7]. IMC is a promising
candidate to solve the problems caused by the so-called Von-
Neumann-bottleneck, which not only limits the performance
of modern computer systems, but also causes major energy
consumption [8].

Memristive memories have been studied in academia [9]–
[12] and industry [13], which includes commercial products
[13], [14] and reported integration in some products of some
big companies such as Panasonic [14]. However, industrial
players do not reveal details of their work. On the other

hand, most of academic works are either merely theoretical,
or they measure memristive elements as memory candidates in
laboratory setups with precise, expensive, and bulky devices.
Hence, they little present the characteristics and challenges
of memristive memory as a full system in a realistic prac-
tical situation [15]. In this paper, we try to bridge this gap
by physical implementation of a full memory system and
characterize it. While the term “memristor” unites a whole
class of partially very different devices, in this work resistive
switching devices, or Resistive Random Access Memorys
(ReRAMs) are used and meant by the term. Further details
about the used memristor technology are given in Section II.
An interesting outcome of this work is the “leakage current”
characteristic which was observed in our measurements. This
characteristic of memristors has not been previously reported
in the literature. This is an important contribution since it
will attract the attention of researchers to further observe,
characterize, and model this phenomenon and incorporate its
relevant considerations in their design.

In this work, we propose methods of writing and reading
data on memristors in Section II. Experimental evaluations
of the proposed memory system is shown in Section III. In
Section IV the results are discussed and conclusions are drawn.

II. METHODOLOGY

In this section we present our proposed approach and its im-
plementation for writing and reading the circuit. A distinction
of this approach compared to many existing approaches [10],
[16], [17] is that we use current for reading the data from
memristors as opposed to voltage pulses. Reading the data
from the memristors using current pulses (and consequently
measuring the voltage) was chosen over reading with voltage
pulses (and consequently measuring the current), because the
change of resistance is a function of charge (current). In
memristors current is a non-linear function of voltage across
the memristor and hence the effect of voltage reading pulse is
widely varied and can hardly be predicted. A current pulse on
the other hand, allows for more control changes in the state and
thus -if need be- allows a more accurate compensated reading
through application of an inverted pulse [11], [18].

A. Writing
The resistance of a memristor can be any resistance between

two opposite maxima, which are generally referred to as RON

(the lowest resistance of the memristor) and ROFF (the largest
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Fig. 1. Driver circuit for the write operation.

resistance value). To store binary information in a memristor,
it is beneficial to use those maxima of resistance to represent
data, so that the contrast between bit values is maximized. In
our work, we chose to map logical ‘1’ to RON and logical ‘0’
to ROFF . Regardless of its current resistance, to write a logical
‘1’ (or ‘0’) to a memristor, i.e., drive it to RON (or ROFF ), it
is sufficient to assume it to be in the opposite maximum and
apply a current pulse which is large enough (in both amplitude
and duration) to cross the resistance interval completely.

These pulses are generated using transistor drivers, which
can be seen in Figure 1. Transistors P and N are driven by two
bridges ([T1, T2] and [T3, T4]), which allow setting the write
stage to a high impedance state, which decouples it during
read operation. The Zener diodes and resistors at T2 and T4

are for level shifting which is necessary to control the bridge
correctly, since only positive voltages are available from the
microcontroller board. To set the memristor to RON , TP is
turned on and applies VP = 1V to the memristor. To set it to
ROFF , TN applies VN = −400mV. The duration of the pulse
in both cases is 100μs.

B. Reading
To read the data from a memristor, i.e., measure its resis-

tance, we propose the circuit depicted in Figure 2. As we
can see there, the memristance is compared with a reference
resistor to distinguish the logical value stored in it. The
value of the reference memristor Rref must be chosen, such
that Ron < Rref < Roff is fulfilled. To compare the
resistances, the same current pulse is applied to both memristor
and the reference resistor and the occurring voltage drop is
compared using an operational amplifier. We designed and
developed this read out circuit based on an initial idea in

Fig. 2. Operational amplifier circuit for the read operation.

Fig. 3. Discrete implementation of the memory system on PCB using off-
the-shelf components. The microcontroller board is attached from the bottom
side.

[18]. It is important to consider that the amplitude of the
applied current pulse must be sufficiently small, such that the
resistance of the memristor is minimally disturbed. However,
some memristors show threshold effects, i.e., the resistance
of the memristor does not change if the current through the
memristor is smaller than a certain threshold current Ith. If
the memristor shows such effects, a reading current, Iread
which satisfies |Iread| < |Ith| does not affect the resistance at
all. However, in the memristor technology which is available
to us, similar to many other memristors, the threshold effect
does not have a strong presence. In such cases, by minimizing
the reading current the consequent drift and the need for drift
compensation or refreshing can be minimized. To this end we
chose Iread ≈ 5μA.

As can be seen in Figure 2, the sources, which provide
the reading current pulse, are implemented as quasi current
sources. The current sources must provide a sufficiently high
source impedance (see Ri in Figure 2), such that the resistance
of the memristor doesn’t affect the pulse amplitude. Therefore,
Ri was chosen to be 1MΩ, which results in Iread ≈ 5μA.

III. EXPERIMENTAL EVALUATION

A. Setup
The memory system, i.e., write circuit, read circuit and

the control circuit, was implemented on a PCB using off-the-
shelf component. The end prototype can be seen in Figure 3.
For the control circuit a microcontroller, namely an Infineon
XMC1100 boot kit running at 32 MHz, was used. The mi-
crocontroller operated the memory system (writing to it and
reading from it) and also conducted the tests and recording
of results autonomously. The write transistors, which can be
seen in Figure 1, are BC557A (QP ) and BC547B (QN ),
respectively. The driver transistors are BSP254 (Q1 and Q3)
and 2N7000 (Q2 and Q4). The experiments were undertaken
with memristors fabricated by KNOWM [19]. The memristors
are tungsten chalcogenide ReRAMs. The data-sheet of the used
memristors including more detailed information can be found
at [20].

B. Memristor Characterization
Before the memristors can be used in the memory system,

their range of resistance [RON : ROFF ] needs to be deter-
mined so that the reference resistor can be chosen accordingly.
To measure RON and ROFF respectively, a series of positive
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(a) Characterization setup (b) Measurement of RON & ROFF .
Time base is 2ms/div.

Fig. 4. Characterization setup and measurement results of resistance in a
memristive memory element.

(a) Writing ‘1’ (b) Writing ‘0’

Fig. 5. Writing once and reading four times. The output of the operational
amplifier (blue, 2V/div) is inverted. The current through the memristor can
be seen in purple (10μA/div). The green line denotes a trigger signal for the
read operation.

and negative pulses were applied to the memristor under
test. RON and ROFF values were respectively measured as
soon as there was no further change in resistance caused by
the applied pulses. 4(a) shows the setup that was used for
the measurements. VPULSE and VCURRENT were measured
using a LeCroy WaverJet 324A oscilloscope and using those
two parameters we calculated the low and high resistance of
the memristor. 4(b) is a screen shot from the oscilloscope
which shows an example of a resistance measurement. The
parameters of the memristor and the performance of the system
was tested with can be found in Table I. Next we describe
which characteristics of the memristor system were measured
and how.

C. Normal Operations

Figure 5 illustrates the memory operation, where a ‘1’ or ‘0’
is written to the memristor, respectively. In 5(a), we see that
four consecutive positive pulses were written to the memristor.
The magenta line depicts a high current flowing through the
memristor (which shows that memristor is in RON state). In

TABLE I. MEMRISTORS SYSTEM PARAMETERS AND PERFORMANCE

RON ROFF RREF Ri VP VN Nmax
α Tmax

β

6.8kΩ >125kΩ 15kΩ 1MΩ 1V 400mV > 6000γ 81h

31.7kΩ >125kΩ 56kΩ 1MΩ 1V 400mV > 10’000γ >24hγ

16.7kΩ >125kΩ 47kΩ 1MΩ 1V 400mV > 10’000γ >24hγ

α Nmax denotes the maximum number of read cycles.
β Tmax denotes the maximum hold time.
γ The “>” denotes, that tests where aborted at this number.

contrast, the magenta line in 5(b) doesn’t show pulses, since
the current is very low during negative pulses (memristor being
at the ROFF state). In both figures, the blue line indicates the
output of the operational amplifier in the read-out stage. Note
that this signal is inverted. Therefore, it drops at the first read
out (indicated by the green signal) while reading ‘1’ in 5(a)
and rises while reading ‘0’ in 5(b).

D. Memristor System Characterization

The performance of the memory system was evaluated
regarding two main aspects: (i) the maximum number of read
cycles (Nmax) which is the maximum number of correct read-
backs without refreshing the memory value or compensating
the read-out effect, (ii) the maximum holding time (Tmax)
which is the maximum period of time for which the stored
data can be correctly read without refreshing or compensating
the read-out effect. The first set of tests shows the effect and
merit of the proposed reading circuit on the stability of memory
system and its requirements for being refreshed. The second set
of tests reveal the existence and effect of the “leakage current”.

We note that here only the worst achieved test results re-
garding Nmax and Tmax will be discussed. We have performed
some additional tests with two other memristors which led to
better results. A summary of all performed tests is inserted in
Table I.

1) Maximum read cycles (Nmax): This performance metric
was measured by writing a bit to a memristor and reading
it every 100ms. For both bits the tests were aborted after
6000 correct read-out cycles1. This high number of read cycles
shows that the proposed technique has no significant effect
on the stored value and virtually no read-out compensation
or frequent refreshing is necessary for this memory system.
Hence, refreshing frequency of the memory using the proposed
read-out circuit is dictated by the maximum holding time and
the leakage current.

2) Maximum holding time (Tmax): This performance metric
was measured by writing a bit to the memristor and reading it
once every hour. For a written ‘1’, the test was aborted after
12 hours1 of reading the correct value. Since the read current,
due to its direction, drives the memristor deeper into RON

(representing ‘1’), this state is more stable than ROFF (repre-
senting ‘0’). Therefore, the experiment for ROFF (representing
‘0’) was extended for a longer time and a maximum holding
time of 81 hours was measured for a stored ‘0’. Therefore
we expect and consider this as the minimum holding time
for ‘1’ and consequently for the memory element in general.
Reading only once an hour during the test period resulted in 81
correct readings, i.e., 81 read-outs, however, during maximum
read cycle testing a two orders of magnitude higher number
of read-outs was achieved. Thus, we conclude that the loss of
data doesn’t originate from the reading mechanism itself but
has to be traced back to a different effect. This leads to our
observation of the “leakage current” which we discuss next.

1As it can be seen in Table I, extended tests have been performed, which
were aborted at 10’000 cycles and 24 hours of reading time, respectively,
without permanent loss of data.
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We note that ≤5% of the read-out values in all our test were
false. However, these read-outs were randomly distributed in
the tests. We think external noises or cosmic radiation might
be the reason for this random false read-outs.

E. Leakage Current

In theory, the state and consequently the resistance of a
memristor should only change if there is an external stimulus
applied to the memristor, e.g., a current flowing through it.
An implication of our observations in Section III-D2 is that,
in contrast to theory, the memristor state can also change in
absence of any stimulus. This is shown by the fact that as
shown in Section III the number of maximum read cycles -at
least in one case- is significantly higher than the number of
read cycles that was necessary to reach the maximum holding
time. This means that the loss of information is not caused
by the read-out effect2 and rather by another phenomenon
happening by the passage of the time and in the absence
of inputs. We associate this unintended drift of memristor
state to what we call “leakage current”, which to the best
of our knowledge is not reported or characterized in the
literature. We note, that this effect is fundamentally different
from the reported “history effect” [21], [22], which describes
the independence of a steady state in a memristor from its
initial state, after a certain repetitive input pattern is applied.
Whereas this “history effect” does not deal with state changes
in the absence of inputs [21], we observed and report a state
change in the absence of any input stimulus.

IV. CONCLUSION

We presented the practical implementation and characteri-
zation of a ReRAM-based memory system. The system was
implemented using off-the-shelf components and achieved a
performance of a minimum of a 6000 read cycles and 81 hours
of undisturbed storage without refreshing or compensation for
the read-out (thanks to the design quality of the proposed read-
out mechanism). Moreover, we observed and reported an effect
which we call “leakage current”. To the best of our knowledge,
thus far, this phenomenon is unreported in the literature. This
effect causes the memristor to loose the stored data, i.e., to
drift in its state, even though no input stimulus were applied
to it. Further examination of this effect and its reproduction
in simulation models could bring a large benefit to memristor
circuit and system design and memristor-related research in
general.
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