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ABSTRACT
Unfit drivers are the cause of tens of thousands of incidents on the
roadswhich lead to injuries anddeaths. Therefore, it is very important
to take preventive measures against such incidents. One of the unfit
driving conditions is driving while being drowsy. Using image pro-
cessing techniques, drowsiness of the driver could be detected and
hence such incidents could be prevented. In this work, inspired by
how images are processed by the human visual system, an enhance-
ment for driver’s drowsiness detection is suggested. Furthermore,
to improve the robustness of the drowsiness detection system, the
mechanism for using energy levels in frames is changed. Lastly, a bet-
ter decisionmaking process is proposed. Tomeasure themerit of the
system, it is applied to a set of drivers’ data. Test results show that
using the proposed system, success rate of the drowsiness detection
system is 90%.
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1. Introduction

Road incidents are the cause of hundreds of thousands of injuries and deaths every year.
Irresponsibly driving in an unfit condition, such as driving in a state of drowsiness, is one
of the major causes of these incidents. According to a survey published in 2003 by the
National Highway Traffic Safety Administration, data shows that drowsiness is the cause of
more than 56,000 car crashes a year in the USA;more than 40,000 non-fatal and 15,500 fatal
incidents (Royal, 2003). According to European Transport Safety Council (2001) in England,
drivers’ drowsiness accounts for approximately 20%of crashes each year. The Royal Society
for the Prevention of Accidents (2001), Birmingham-England, also published a review of car
crashes and their respective causes in USA, England, Australia, New Zealand, Germany and
many other countries. This review states that from 5% to 25% of car accidents happen due
to drowsiness. In consequence, driver drowsiness detection has recently attracted further
attention of researchers.
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In this paper, we present an image processing technique used to detect the state of eye,
mouth and head. These techniques are based on the model of retina and visual cortex V1.
We then introduce a new feature extraction method to estimate the state of eye, mouth
and head in a sequence of images. This technique uses the energy of static information
in an image. To improve this process, a sharpening filter is added to the system. Finally, a
robust decision algorithm is proposed. This algorithmdetects the driver’s drowsiness based
on various possible combinations of extracted features.

The rest of this paper is organised as follows: Section 2 provides a brief overview of the
literature and an outline of the driver’s drowsiness detection system. Section 3 includes the
fundamental information on the pre-processing. In Section 4, details of feature extractions
and the process of drowsiness detection (decisionmaking process) are discussed. Section 5
provides the description of enhancements and changes in the proposed system. The exper-
imental set-up and results are described in Section 6. The rest of that section includes
an extensive discussion on the performance of the suggested system compared to other
recent works on driver’s drowsiness detection. Finally, the paper is concluded by Section 7.

2. Literature overview

One of the first methods of measuring the level of driver’s consciousness and fatigue,
is using driver’s Electro-Encephalo-Graphy (EEG) and Electro-Cardio-Graphy (ECG) signals
(Picot, Charbonnier, Caplier, and Vu, 2012). Picot, Charbonnier, and Caplier (2012) propose
an algorithm to categorise the EEG signal. They use Electro-Oculo-Graphy to capture blink-
ing information and finally determine the level of fatigue. However, the inconvenience of
wired sensors being connected to the driver’s body makes such methods impractical. This
gives way to image processing techniques as an alternative practical solution.

The flowchart shown in Figure 1 shows the three main stages of driver’s drowsiness
detection using image processing techniques. These stages are pre-processing, feature
extraction and decision making. Not all methods go through all the stages and the ones
which do, use various algorithms for them. In the proposed system, as we will show, we
take advantage of the added-value of all these stages. In the following part of this section,
some of these techniques will be briefly discussed.

The research which has been carried out using image processing is mostly based on fea-
ture extraction and the analysis of spatial characteristic of facial features (Delmas, Eveno,
and Liévin, 2002; Jo, Lee, Park, Kim, and Kim, 2014; Tian, Kanade, and Cohn, 2000; Wu and
Chen, 2008). The algorithm proposed by Wu and Chen (2008) binarises the image of eyes
and then counts the number of black andwhite pixels. Algorithms such as lip segmentation
(Delmas et al., 2002) or mouth shape estimation (Tian et al., 2000) are other examples for
tracking the state of facial features. These methods are very sensitive to the appearance of
facial features, skin colour and noise. Some other approaches use a combination of these
features for fatigue detection. Nonetheless, closed-eyes remains the strongest feature of
drowsiness detection. However, often the combination of yawning, closing eyes and drop-
ping head can cast serious challenges upon these algorithms. Therefore, proper detection
of this combination, as we will show in this paper, plays an important role in improving the
robustness of the system.

One of the inspiring works in the field, namely (Benoit and Caplier, 2010), detects the
state of the eyes, mouth and head based on the model of retina and visual cortex V1. The
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Figure 1. Detection of driver’s drowsiness using image processing techniques; an overview.

multi-scale Retinex filter proposed by Rahman, Jobson, Woodell, and Hines (2005) uses
the combination of dynamic range compression, colour consistency, and colour /lightness
tonal rendition to enhance a digital image. A similar process is done in the retina and in
the cortex for this purpose. An image-coding scheme presented in Senane, Saadane, and
Barba (2001) is another model inspired by the human visual system (HVS). In their work,
visual information are analysed and quantised based on the image decomposition and low
pass filtering, similar to the visual cortex. However, this method does not pre-process the
images, as retina does in the HVS.

Pre-processing is the keymissing element in other relatedworks aswell. One of themost
interestingworks in literature in terms of performance is Azim, Jaffar, andMirza (2014). They
report a 100% correct drowsiness detection for their proposed system. Their system uses a
classifier to estimate the state of mouth and eyes, based on spatial features of the image.
Even though the system has a performance of 100% on their test video, it has not been
tested in a variety of conditions. Sensitivity of a classifier to various conditions, such as facial
appearances, could potentially degrade the performance of their algorithm. This effect
could be more pronounced since there seems to be no pre-processing to eliminate some
of such effects. Therefore, further experiments seem to be warranted for a comprehensive
evaluation of their system.

Next to that is the system proposed by Jo et al. (2014). A camera set on the dashboard
with a near InfraRed (NIR) filter and two NIR illuminating light emitting diodes installed on
each side of the camera capture the images for their system. They only analyse the state
of eyes and use support vector machine classifier and 2D Gaussian model to detect fatigue
anddrowsiness. They tested theperformanceof their systemduring theday andnight,with
drivers wearing glasses and sunglasses as well. However, such a performance is achieved
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only if the size of the processingwindow is long enough. Their systemneeds between 2 and
3 s and up to a maximum of 6 seconds for completing the analysis. This amount of time
is independent of the processing power and merely based on strategies employed in their
algorithm for drowsiness detection. We also believe that only one feature, namely the eye
state, does not always provide a conclusive clue todrowsiness. Thiswill be discussed further
in the next sections. Adding another feature detection could also add to the processing
time, which can deteriorate the overall processing time.

In this paper, basedon studies performedbyBeaudot (1994), Hérault andDurette (2007),
Beaudot,Palagi, and Hérault (1993), and Benoit and Caplier (2010), a newmotion analysis is
presented. This analysis is performed in two stages; During the first stage pre-processing is
performed. The second stage uses the fast Fourier transform and orientation estimation to
extract motion information. This stage is inspired by how a similar process is performed in
the primary visual cortex. Even though the algorithmproposed in Benoit and Caplier (2010)
is a reliable approach to this application, the large number of thresholds results in a highly
intricate system. Using image processing operators -which model the behaviour of the
human visual cellsmore precisely- the robustness of systemwill be enhanced. To follow the
example of the HVS1 better, we also apply a Gabor filter which helps the system to extract
the features of pictures better. Finally better extracted features and a strong new decision
making algorithm leads to improved drowsiness detection.

3. Pre-processing

In this section various issues regarding the pre-processing of images in the system will be
presented. Pre-processing prepares the bases for the next step; feature extraction. Feature
extraction is sensitive to many factors such as illumination variations, movement of sub-
ject, and noises. In the pre-processing stage we try to improve the resilience of the system
against these variations.

The images received by camera have illumination variation. This means that some parts
are darker than the others. Also, images might be partially or fully dark due to poor light
condition. Therefore, there is a need to pre-process the images in order to extract necessary
details from the dark parts of an image as well. To model this phenomenon, luminance
variation elimination was proposed by Michaelis–Menten and used by others too, see for
example, Benoit et al. (2010, more specifically Equations (1) and (2)).

The images captured by the camera have spatio-temporal noise too. This noise is
generated due to reasons such as temperature variation and car movements. This noise
is imposed on all pixels of each frame in an image sequence. To remove this noise, a
spatio-temporal low pass filter is needed. This filter is implemented using two low pass
spatio-temporal filters with different spatial and temporal frequencies (Beaudot, 1994,
Equation (2.7); Hérault and Durette, 2007, Equation (2)). The same filter is used as the local
luminance enhancement filter as well.

To enhance the static contours and edges, following the HVS, the outputs of two spatio-
temporal low-pass filters described in Benoit et al. (2010, Equation (4)), are combined.
Figure 2 shows the effect of this filter on a sample image. Similar to the corresponding
counterpart in the HVS, this output is called Parvo and will be used in feature extraction.

Next stage of the pre-processing is motion information extraction. To extract motion,
high-pass temporal filters are used, which are modelled by a first order filter (Benoit



CONNECTION SCIENCE 31

(a) (b) (c)

Figure 2. Parvo Channel (a) input, (b) output and (c) output of sharpening module.

et al., 2010, Equation (4)). Similar to the corresponding counterpart in the HVS, the out-
put of the motion information extractor is called Magno. Output of the Magno channel is
a sequence of images with a black background, and contours perpendicular to the motion
direction. The output energy of this channel is used in the pre-processing stage, mainly
to trigger initiation of further processes on the images. They are also used for head-state
evaluation since it involves rather larger movements.

Pre-processed image sequences pass through theMagno and Parvo channels and enter
to visual cortex V1. Visual cortex V1 processes the input signal in terms of frequency and
orientation. Therefore, a bank of Gabor filters has been used in the algorithm to model
the duties of V1 (Grigorescu, Petkov, and Kruizinga, 2002; Guyader, Massot, Hérault, and
Chauvin, 2006; Le Meur, Le Callet, Barba, and Thoreau, 2006)

The Gabor filters transfer data from the Cartesian domain to the Frequency-Orientation
domain. This transformation contributes to a decrease in the size of data to be processed.
By selecting different frequencies distributed in different directions and by computing the
energy of each filter, the energy spectrum versus frequency and orientation is obtained
for an image. To improve the accuracy of the system, number of tune-on frequencies and
orientations can be increased, but that would decrease speed of computation. Therefore, a
compromise shall be made between speed and accuracy of Gabor filters.

The output of Magno channel is constituted of contours perpendicular to the direction
of motion. After extracting moving contours, the bank of Gabor filters is used and the sum
of energy in each direction is calculated. The maximum energy will be in the direction of
the extracted contours. As a result, to achieve themotion direction, the angle calculated by
Gabor filters is subtracted from 90◦.

By analysing theenergy spectrumof each frame, frames inwhich amotionhashappened
can be recognised. When a motion happens, the contours and edges perpendicular to
motion direction are extracted. However, when no motion happens, no edge and contour
exists in the output of Magno channel. The higher the number of contours in an image, the
higher the energy. To calculate the energy, Parseval’s equation is used (Hazewinkel, 2001,
Equation (1)).

Figure 3 shows an example of a driver closing her eyes for prolonged time-spans and the
respective energy calculation. Figure 3(b) shows themotion energy associatedwith images
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(a)

(b)

Figure 3. Motion detection using energy spectrum; (a) image sequences of prolong closures of eyes,
(b) energy spectrum versus frame.

in Figure 3(a) during frames 1–400. Every impulse observed in the latter figure is denoted
as a prolonged closure of eye.

This example assumes thatmotions are obtained by capturing images from a fixed cam-
era. However, it should be noted that several other movements can affect the eye motion
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detection in the image sequence. Someexamples of suchmovements couldbeheadmove-
ment, flickeringof the sceneorobservedobject, andother similarmovements. Therefore, to
avoid false detection, it is important to properly set the parameters. This also improves the
processing speed by avoiding the unnecessary processing due to unnecessary stimulation
of the motion analyser.

4. Feature extraction and decisionmaking

To detect drowsiness, the next step is extracting facial features and their status. For this
purpose, first the area of the face, eyes and the mouth should be found, which could be
done using the Viola-Jones algorithm (Viola and Jones, 2004). To find the eyes and mouth
in a face, a fast eye-tracking algorithm should be applied to the image of the face .2 Even
though these algorithms are written in C++ and are fast, they are not particularly robust
in detecting the facial features under every condition. Conditions like head rotation and a
blocked faceor other facial features could lead to failure in aproper detectionof abounding
box for that feature. Performanceof these algorithmsconsequently affects theperformance
of the fatigue detection system as well.

To detect the motion event, the approach presented in Benoit and Caplier (2010) uses
the energy of Magno in bounding boxes around the eyes and the mouth. If a motion hap-
pens, the system analyses the Parvo energy by obtaining the energy of the first frame after
the motion and comparing it with the Parvo energy of the frame before the motion. If the
result shows an increase, the eye or mouth is opening and if it shows a decrease, it denotes
a closing motion.

Even though the Viola-Jones algorithm is a good algorithm, it may not work as desired
at all times. For example, a wrong bounding box detection may impose a wrong motion
detection on the system or cause the system to miss a motion in the next processes. This
will cause a Miss or a False detection of fatigue. Another problem is that the one-frame
distance before and after the motion frame may not provide enough time for the Parvo
energy to undergo large enough changes. Therefore, it may not reflect the state change,
which in turn makes the approach not reliable enough. As we will see, to address these
issues, in this work a new strategy for using Parvo and Magno energy will be proposed.

Head state estimation is also a complex process because the head may have numerous
motions imposed by the situation of the road, car and the driver. To estimate the state of
the head, Benoit and Caplier (2010) consider two factors: Orientation of the motion and
direction of the motion. Orientation of the motion is detected by a Gabor filter bank and
direction of the motion by the velocity analyser (Torralba and Hérault, 1997). The velocity
analyser extracts the velocity vector for every pixel in the box of the face. If these two algo-
rithms, Gabor filter and velocity analyser, show the same result while the head is having a
dropping motion, the system detects a dropping motion on that frame.

In Benoit and Caplier (2010) a drowsiness event is detected if one of these three events
– closed eyes, dropped head or yawning – has been detected for one second. However, it
should be noted that a stand-alone yawn is not a conclusive sign for drowsiness. Since such
a false alarm could disturb and distract the driver, in the proposed decision tree we will
suggest a more comprehensive algorithm which uses a more robust combination of these
three features to reach a more reliable decision.
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5. Proposed system

In the proposed algorithm, first, the calculated energy of Magno and Parvo video data is
analysed using a new approach. In this approach, the calculations are enhanced with a
sharpening module. Second, a new interpretation of these energies and combination of
the results will be presented for every extracted bounding box. The new interpretation will
lead to amore clear and better distinction of the states of features. Finally, wewill present a
new decision making algorithm which will result into a more robust drowsiness detection
and less false alarms. We describe the details of our approach in the rest of this section.

5.1. Sharpeningmodule

Ganglion cells, at the end of the Parvo channel in the HVS, have duties such as compression
and contour enhancement. However, modelling the latter responsibility has been shown
to be not particularly advantageous (Benoit and Caplier, 2010). Therefore, instead we add
a sharpening module at the end of the Parvo channel to improve the static information.
Figure 2(c) shows the effect of this module on the output of the Parvo channel. For this
filter, a 3×3 mask contrast enhancement filter (Equation (1)), used in Jain, Kasturi, and
Schunck (1995) and Park and Jeon (2014), was chosen as it offers high processing speed
and effectiveness at the same time. In Equation (1), α is a control parameter in the range of
0 to 1, which determines the level of sharpening.

Fsharpening = 1
α + 1

⎡
⎣

−α α − 1 −α

α − 1 α + 5 α − 1
α α − 1 α

⎤
⎦ . (1)

Figure 4 illustrates the Parvo energy before and after applying the sharpening module. As
it can be seen, the difference between the energy level in the closed and open states of the
eye is considerably more distinct. This demonstrates the effectiveness of this module and
its importance in decreasing error rate in detection of the status of facial features.

5.2. Reduction of variation dependencies

Magno energy is used to detect any motion event. To avoid unnecessary computational
loads, higher levels of processingwill start onlywhen amotion is detected. A proper thresh-
oldon theenergy level is hence crucial. However, theenergyof theMagnochanneldepends
also on the frame rate, that is, number of frames per second, image dimension, τA param-
eter and the appearance of the face (e.g. wrinkles and glasses lead to more contours and
hence more energy). To alleviate this dependency, the proposed algorithm computes the
relative Magno energy of each frame over the sum of the energy of the first second.

Similarly for Parvo energy also relative energy is calculated and used. Calculating rela-
tive energymakes the energy of motion independent from illumination variation as well as
appearance of the driver’s facial features and the frame rate. The assumption is that while
the system starts up, the driver does not have significant motions of head and/or facial fea-
tures during this first one second. In other words, the driver should allow a time span of
one second for the system to set up its parameters. In return, this makes the system more
robust.
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(a)

(b)

Figure 4. Effect of sharpening module on Parvo energy (a) Parvo energy of an eye sequence without a
sharpening filter, (b) Parvo energy of the same sequence with a sharpening filter.

It should be noted that receiving the set-up information of the driver at the beginning
of system start-up is a common practice. In other researches, for example (Lal, Craig, Boord,
Kirkup, and Nguyen, 2003), the EEG and ECG information of individuals are collected first
and then used by them for later processing. Nevertheless, we do consider a compromise;
number of frames used to calculate the average energy needs to be high enough to pro-
vide reliable information but it should not be too high to take too much time and cause
inconvenience for the driver. Therefore, we believe considering our experimental results,
the short time span of one second is a proper compromise.

Although theproposedalgorithmmakes the systemmore robust, thepossibility of faulty
motiondetection still exists. The systemmight find the facial features in two frames in sucha
way that the location of the eye ormouth in theboundingbox are slightly different,without
any considerable motion in reality. This will lead to detecting a wrong motion event, but
our decision making algorithm prevents a wrong fatigue detection. Nonetheless, this error
exerts an extra processing burden on the system. Therefore, a more robust and reliable
algorithm for casting proper bounding boxes on facial features could be one future avenue
for further improvement of processing speed of the system.
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Figure 5. Parvo energy obtained in an image sequence of yawn and speech.

5.3. Mouth state estimation

Yawning could be a sign of potential drowsiness and hence its detection is very important.
However, it causes a vertical motion of the head, which might be detected as a dropping
state of the head. In order to prevent this false detection, before analysing the head’s status,
state of themouth is estimated. Two states of yawning and speaking are considered for the
mouth and thus analysed within the proposed approach.

Once the Magno channel motion detector recognises a motion, first the system anal-
yses the state of the mouth. Therefore, the bounding box around the mouth is extracted
and its relative Parvo energy is calculated. Figure 5 shows the Parvo energy spectrum of
an 80-frame video where a significant difference in energy levels between yawning frames
and other frames can be observed. In the closed state between frames 1 and 17, the level
of energy is lower than that of the speaking state. Speaking happened during the frames
35–60, in which the level of energy in some frames is more than the threshold. By analysing
the frequency of passing the threshold, the speaking span can be distinguished from other
frames. This work focuses on yawn detection only and does not interpret the frequency of
Parvo energy in speaking spans.

5.4. Eye state detection

Prolonged closure of eyes is a reliable characteristic for fatigue detection. The system sug-
gested in this paper uses the analysis ofrelative Parvo energy to detect the state of eyes,
which is calculatedbyParseval’s equation. The sharpening filter is appliedafterwards, there-
fore, the distinction of Parvo energy is highly improved. Finally, a threshold separates the
open state of the eyes from the closed one.

Figure 6 shows the calculated Parvo energy spectrum of an image sequence of an eye
in open and closed states. As it can be seen, the level of relative energy is lower than
the threshold in a few frames of the open state. On the other hand, the relative energy
is beyond the threshold in a few frames of the closed-eye state as well. This irregularity can
be due to several reasons: for example the movement of pupils, inaccurate detection of
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Figure 6. Parvo energy and separation of eye states using a threshold.

facial bounding boxes, and increase or decrease in the number of contours in some frames
could lead to such irregularity. Therefore, to avoid a false detection, state of the eyes is con-
sidered as open in a span of 2 s, if more than 70% of frames during that time span have
higher energy than the threshold. The samemethod is used for detecting the closed state of
the eye.

5.5. Head state detection

The output of the Magno channel has appropriate information for the head state detec-
tion. The reason is that the motion of the head is strong enough to be detected by the
motion indicators described. In the head state analysis, dropping the head to see some-
thing lower than the camera may cause the system to detect it as fatigue and a yawn may
also be detected as a dropping state of head. Therefore, first state of the mouth is checked;
the dropping state of head is ignored, if head dropping is detected in addition to yawning.

The algorithm starts with calculating the Magno energy of the box of face. The state of
the head is analysed, if the relative Magno energy surpasses a certain threshold, that is,
if a motion has happened. Then, the bank of Gabor filters is applied on the image of the
face to estimate the dominant direction. The θ of Gabor filters is set to 18◦ to achieve a
good trade-off between precision and speed. It should be kept in mind that the head does
not necessarily drop only with an exact angle of 0◦; It may happen with 18◦, 162◦ or 180◦.
Therefore, the head state is detected as dropping, if the dominant angle is either 0, 18, 162
or 180◦.

Having all that in mind, it should be noted that the mere detection of a head dropping
cannot be considered as fatigue or drowsiness. To detect fatigue in a sequence, two factors
need tobe considered. The first factor is thedetectionof headdropping in a time span. Such
detection is regarded as drowsiness, if the head has been dropping in all frames during 1.5s,
or 80% of frames during 3s.

The second factor, which increases the precision of the system, is the state of the eyes.
The eyes are normally closed when the head is dropping due to fatigue. When the head
starts dropping, the eyes are most often closed, in other words, often eyes get closed first
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and then the head moves down. Consequently, another condition added to the system
obtained by experiment is whether the eyes have been closed within 0.66 s before the
head starts dropping or not.

5.6. Decisionmaking algorithm

Asmentioned before, the proposed systemuses three features to estimate the level of con-
sciousness: head dropping, yawning and closed eyes. In the proposed decision algorithm,
the interpretation is performed as following:

• If the eyes are closed for equal or more than 70% of a two second time span, the fatigue
event is set to 1 and driver is recognised as being drowsy.

• As mentioned before, a stand-alone yawn does not necessarily imply drowsiness. How-
ever, combined with the other variables, a more conclusive decision on drowsiness
may be made. Combined decision making helps the algorithm to becomemore robust.
Hence, this event will be saved in the memory for further reference in decision making
process. For example, if driver’s head drops and a yawn had been detected once ormore
during the last 15s, the driver is recognised as being drowsy instantly.

• If the head is detected as dropping but eyes are not identified as closed or no yawn has
happened during the last 15s, the head dropping is ignored. In such cases dropping the
head is most likely due to reasons other than drowsiness. For example, driver may be
momentarily distracted with looking at something lower than the dashboard.

• If the head is dropped or turned away from the road in 80% of the last three seconds,
the fatigue variable is set to 1 and driver is recognised as being drowsy. Even though
the head may not be necessarily falling because of fatigue, but not facing the road for
3 seconds or more is definitely dangerous. Therefore, the driver needs to be warned by
the alarm system.

• If the closed eyes event or yawning have been saved in thememory of the systemduring
15 seconds before the head dropping, head dropping is regarded as a fatigue sign and
driver is recognised as being drowsy.

Toprovide abetter perspective anda summarisedoverviewof thedecisionmakingprocess,
the flow chart diagram of the algorithm is presented in Figure 7.

It should be noted that once a decision, either Drowsy or Sober, has beenmade, the sys-
tem stops processing the current data. The system will afterwards move to the next (new)
frame for processing.

6. Experiments

After elaborating on the functionality and details of the proposed algorithm, in this section
experimental resultswill be presented. The results demonstrate the effectiveness andmerit
of the suggested algorithm over the majority of the other state-of-the-art algorithms in
literature.

We first compare our system with the most similar method, proposed by Benoit and
Caplier (2010). Afterwards, the result of the algorithm is comparedwith results reported for
various other algorithmsof driver’s drowsiness detection,whichdonot necessarily have the
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Figure 7. Flow chart diagram of decision making algorithm.

sameapproach as suggestedhere, that is, anHVS inspired imageprocessing system. Topro-
vide a better perspective on different aspects of their methods compared to the proposed
one, their approaches and respective advantages and disadvantages are discussed.

6.1. Set-up

The experiments and processes were run on a personal computer, namely a MacBook lap-
top, with an “ Intel Core 2 Duo” 2.26GHz processor, and 2GB of RAM. Image sequences
used in this work have been captured by the web-cam of the laptop. The facial feature
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Table 1. Set-up values for experiments.

Unit Parameter Value Parameter Value

Illum. Var. Eliminationa V0 0.5 Vmax 255
Local Luminanceb α, β , τ 1
Contour Enhancementc αh , βh , τh 1 αph , βph 1
Magnod τA 1 �t 1
Sharpening Module (Equation (1)) α 0.2
Gabor Filtere # of Freq. 9 Range [0.07,0.4]

Angle Step 18◦ Range [−π ,π ]
σ 10 φ 0

Thresholds Parvo-Mouth 0.5 Parvo-Eye 0.8
Magno 0.5

a Benoit et al. (2010, Equations (1) and (2)).
bBeaudot (1994, Equation (2.7)).
cBenoit et al. (2010, Equation (3)).
dBenoit et al. (2010, Equation (4)).
eGrigorescu et al. (2002, Equation (2)).

Table 2. Results of experiments proving effectiveness of addition
of the sharpening module.

Parameter Without With

Sharpening module Success (%) 81 89
False (%) 15 4
Miss (%) 4 7

Bold values indicate the best result between “Without” and “With” experiments.

location detection system receives the sequence from the web-cam and draws a bound-
ing box around each facial feature. Due to lack of enough processing power in the laptop,
the output sequence is reduced to a 4 frame per second (fps) image sequence, and each
frame is 160 × 213 pixels in size. The system receives the images in RGB and then transfers
them to gray scale. The experiments have been performed on a total of 55min of video, in
which 130 drowsiness events have occurred. Three subjects with various facial appearance
(e.g. with or without glasses) were asked to participate in our experiments. The illumina-
tion of the recording set-up is different in each video to cover a rather thorough range of
situations. However, complete darkness, that is, night situation were not simulated. The
results described in the next sections are the average of all tests run on different subjects
and under various light conditions. For simpler presentation, all result values are rounded
to the closest integer number. The parameters used for the experiments are outlined in
Table 1.

6.2. Results and preliminary comparison

Here, we present our results and compare it to the most similar algorithm, proposed by
Benoit and Caplier (2010). To have the fairest comparison, the experiments have been per-
formed under the same conditions. Once based on the method presented in Benoit and
Caplier (2010) and another time based on the presented decision algorithm.

Table 2 shows the results of experiments before and after adding the sharpening filter
to the system. In both experiments, the state of the eyes is estimated based on applying
a threshold to the relative Parvo energy. The result shows that, as expected, success3 rate
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Table 3. Results of experiments and comparison with the best similar algorithm in
the literature.

Experiment Parameter
Benoit and Caplier

(2010) Proposed

Mouth state Success (%) 83 91
False (%) 6 6
Miss (%) 11 3

Eye state Success (%) 85 89
False (%) 7 4
Miss (%) 8 7

Head state Success (%) 86 88
False (%) 4 8
Miss (%) 10 4

Overall performance Success (%) 83 90
False (%) 10 4
Miss (%) 7 6

Bold values indicate the best results between “Proposed” and “Benoit & Caplier” algorithms.

has improved aswell as false4 detection rate. This shows the algorithmwith the sharpening
module to be more reliable. Miss5 rate has slightly increased in the proposed algorithm.
The reason is the smaller threshold selected for the Parvo energy. It should be noted that
a higher threshold could decrease the miss rate however it would increase the false rate
and degrade the success rate. Therefore, in a trade-off between all these parameters the
threshold of 0.8 was experimentally obtained.

Table 3 shows the considerable increase in the success rate of yawn detection. Many
extra contours are visible in the bounding box of themouthwhile yawning, contourswhich
do not exist in the closedmouth state. This increases the difference in the level of the Parvo
energybetween those two states.Miss rate alsohas a considerable improvementwhile false
rate is remained the same. It should be noted that the false detection is mostly caused by
large movements. In this situation, contours which do not belong to the mouth, appear in
the bounding box and raise the level of energy. This consequently causes a false detection.

The result of the eye state detection algorithm shows the unanimous superiority of the
proposed algorithm compared to the one proposed in Benoit and Caplier (2010). Specifi-
cally because adding the sharpening filter module to the system has led to a Parvo energy
extraction with a higher distinction between different states.

The headmotion ismore complex than the two other features because it is possible that
thismovement couldbe triggereddue toother events. Also,when thehead is dropping, the
face detection system is not able to detect the location of the face in the image. Therefore,
the system cannot process the images to detect the dropping state of the head. Despite all
these complications, as Table 3 shows, the proposed system has a high success rate of 88%
which is higher than the system proposed by Benoit and Caplier (2010). Even though the
False rate has a slight increase compared to their system, theMiss rate has a larger decrease
in comparison to their Miss rate which shows a bigger overall improvement. Therefore, due
to the aforementioned complications, the overall improvement in head-state detection, is
smaller compared to the other proposed method.

Finally, the overall performance of the suggested system compared to the system pro-
posed by Benoit and Caplier (2010), as shown in Table 3, has unanimously improved. This
leads to a successful detection of more drowsiness events. The algorithm presented here,
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in comparison to the system proposed by Benoit and Caplier (2010), employs a better com-
bination of the three extracted features for an improved decision making. As the results
show, the algorithm is able to successfully detect 90% of drowsiness events with only 4%
of false detection and missing only 6% of fatigue events.

6.3. Further comparison and discussion

To have a deeper understanding about effectiveness, advantages and disadvantages of
the proposed algorithm, we have compared it to other methods of driver’s drowsiness
detection. In contrast to the proposed method and the system proposed by Benoit and
Caplier (2010), these works are not necessarily inspired by the HVS or do not necessarily
follow a similar approach. Summary of these comparisons are compiled in Table 4. It can be
observed that the proposed algorithm outperforms the majority of the other algorithms.

There are a few points which need to be considered in comparison: the features used
in each method, light conditions, facial appearance, and required (used) equipment. A
summary of these information is presented in Table 5.

All but onemethod in the comparison table haveused facial features and imageprocess-
ing techniques to detect fatigue. Exception is the Picot et al. (2012) which used additional
data such as EEG. Asmentioned before, capturing these signals needs sensors, wired to the
driver’s body, which is inconvenient and impractical. The proposed algorithm shows a bet-
ter performance in comparison to Zhang et al. (2012), Akrout and Mahdi (2013), Hemadri

Table 4. Comparison of different driver’s drowsiness detection algorithms
in the literature.

Algorithm Miss (%) False (%) Success (%)

This work 6 4 90
Benoit and Caplier (2010) 7 10 83
Zhang, Cheng, and Lin (2012) 9 5 86
Picot et al. (2012) 14 5 81
Akrout and Mahdi (2013) N/A N/A 86
Hemadri and Kulkarni (2013) N/A N/A 80
Azim et al. (2014) 0 0 100
Jo et al. (2014) 0 1 99
Seeing-Machines-Technology (2015) N/A N/A 70

Table 5. Test set-up of various driver ’s drowsiness detection algorithms in the
literature.

Algorithm Light Facial appearance Special gadget

This Work All w/ & w/o glasses –
Benoit and Caplier (2010) All w/ & w/o glasses –
Zhang et al. (2012) All N/A –
Picot et al. (2012) N/A N/A EEG sensor
Akrout and Mahdi (2013) All N/A –
Hemadri and Kulkarni (2013) All N/A –
Azim et al. (2014) All w/o glasses NIR camera
Jo et al. (2014) All w/ & w/o glasses NIR camera
Seeing-Machines-Technology (2015) All w/ & w/o glasses –
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Table 6. The ranking of the top three designs with regard to each parameters.

Algorithm Special requirements Agility Success rate Tests thoroughness

This work 1 1 3 1
Azim et al. (2014) 2 N/A 1 3
Jo et al. (2014) 2 2 2 1

Bold values indicate the best value of each parameter among mentioned algorithms.

andKulkarni (2013), and Seeing-Machines-Technology (2015). Among themethods in com-
parison table, Azim et al. (2014) and Jo et al. (2014) achieved a better result compared to our
method. In the followingwe briefly compare these twoworkswith our proposedmethod.

• The approach by Azim et al. (2014) extracts the state of themouth and the eyes and then
translates it to the level of driver’s drowsiness. They tested their approach and achieved
a success rate of 100%whendrivers do notwear glasses. Hence, even though the system
has a performance of 100% on their test video, it is limited to a smaller set of conditions.
For example, it is not clear how it would performwhen the driver wears glasses or drops
his head. The eye state is also detected based on infrared illumination, which has a lower
performance during the day.

• Jo et al. (2014) also obtained a high success rate. The advantage of their system is fatigue
detection under various light and facial appearances. However, based on their tech-
nique, the time they need to trigger a drowsiness alarm is normally 3 s and at best 2
s. Their system may have an overall delay, up to a maximum of 6 s before it detects a
fatigue and drowsiness event. It should be mentioned that this delay is not due to pro-
cessing power and time but rather the strategic reasons and decisionmaking procedure
used by their system. Since this long delay is more than enough to lead to an accident, it
could certainly impose serious dangers to the driver’s safety. This short-coming can ren-
der this algorithm impractical for application in real scenarios. Our system on the other
hand, is able to raise an alarm flag normally in 2 s and maximally in 3 s. This makes it a
more suitable and reliable option for real world scenarios.

Therefore, even though the proposed system does not match the reported perfor-
mancesofAzimet al. (2014) and Joet al. (2014), considering its lower cost (no special gadget
is required), faster response (maximum 3 seconds delay) and wider range of experimental
tests performed on it, it can be still considered more favourable and reliable in compari-
son to the other methods. To provide an overview of the comparison between these top
three works, we have summarised the main critical comparison parameters and respective
ranking of each work regarding that parameter in Table 6.

7. Conclusion

Driving in an unfit condition leads to hundreds of thousands of deaths and injuries every
year around theworld.More specifically, drowsydrivers are oneof themajor causes of these
incidents. Hence, it is very important to develop robust algorithms to detect such cases and
prevent any incidents by providing an in-time alert.

In this paper, we first reviewed the concept of driver’s drowsiness detection algorithms
and the state-of-the-art literature. Afterwards, a new robust approach inspired by the HVS
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waspresented. In theproposedalgorithm, newmethods to estimate the state of themouth,
eyes and head, have been introduced to help the detection of driver’s drowsiness. After
extracting these three features from every frame, a new decision algorithm based on the
extracted features determines whether the driver is drowsy or not.

To verify the functionality and performance of the proposed system, a series of exper-
iments were run. These experiments proved the effectiveness and robustness of the sug-
gested approach with 90% success rate in detecting drowsiness. The experiments show
that the new proposed algorithm is able to reach to a higher success rate in different light
conditions as well as in analysing people with different appearances.

To ensure merit of the suggested system in comparison to the similar state-of-the-
art algorithms, both the proposed algorithm and the system suggested by Benoit and
Caplier (2010) were simulated and run under the same condition. Results of experiments
confirmed the superiority of the proposed systemover the previouswork in all three figures
of merits; Success rate, false detection rate and rate of missing a detection.

Finally, the proposed work was compared to eight other methods of driver’s drowsiness
detection appeared in the literature during recent years, including a commercial product. A
discussion about the respective advantages anddisadvantages, showed that the suggested
algorithm is very reliable and overall, favourable.

Notes

1. For the sake of brevity and simplicity, the reader is referred to Kandel, Schwartz, and Jessell (2000)
and Benoit, Caplier, Durette, and Herault (2010) for more details on the physiology of the HVS.
How their models and functionality are implemented in the proposed system however, will be
discussed within this paper.

2. One of these algorithms iswritten byAldrian andMeier (2009) and another example canbe found
on OpenCV (2014) which provides some other samples of face detecting algorithms as well.

3. Proper detection of the closed-eye state.
4. Detecting a closed-eye whereas it has not actually happened.
5. Not detecting a closed eye whereas it has actually happened.
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